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CAT-scanning LMs
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2. How cone are you?
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Why?
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“...the embeddings of most words in the 
vocabulary will be pushed towards similar 
directions negatively correlated with 
most hidden states…”

- Jun Gao et. al, 2019
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Faster and more memory-friendly.
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Thank you!


