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## current status
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us around the pizzas
$p$ cuts, $2 p$ slices
'Proof': every cut makes 2 previous slices becoming 4 smaller slices $2 p \rightarrow(2 p-2)+2 * 2=(2 p-2)+4=2(p+1)$.

## Other possibilities - 1

## What about 7 parts ?



Asymmetric cuts - they don't all pass by the center/middle

## Other possibilities - 2



Acually can't (really) have 5 slices: this is cheating. This does not respect the infinite cakes assumption.

But the 7 -slices one still works: the $2 p$ formula isn't valid...
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So here, $p$ cuts mean $p+1$ slices... because they're all parallel!

## Parallel sets in each dimension

But parallel set of cuts in each dimension also work:

$$
p_{1}, p_{2} \rightarrow\left(p_{1}+1\right) \times\left(p_{2}+1\right)
$$


(you can check the slices after the pizzas :3)
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## Question

For a given set of cuts, how many slices do we get?
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$p$ cuts: $p$ hyperplanes: $H_{i}=v_{i}^{\perp}, \forall i \in[1: p],\left(v_{i}\right)_{i}=$ problem data.

## halfspaces of an hyperplane

$$
\begin{array}{ll}
\mathbb{R}^{n}=H_{i}^{-} \cup H_{i} \cup H_{i}^{+}, & H_{i}^{-}=\left\{d \in \mathbb{R}^{n}: v_{i}^{\top} d<0\right\} \\
H_{i}^{+}=\left\{d \in \mathbb{R}^{n}: v_{i}^{\top} d>0\right\}
\end{array}
$$

## Hyperplanes - 2



Each cut: a - and a + side: each of the $p$ cuts, intersection of each halfspaces...
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## Main reasoning

Algorithm from [RČ18]:

- recursive binary tree that adds hyperplanes one at a time
- each node has descendant(s) $(s,+1)$ and/or $(s,-1)$
- checking one or two $=$ main computational effort
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## Important property

At level $k<p$, for a slice $s \in\{ \pm 1\}^{k}$,
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If $v_{k+1}^{\top} d_{s} \simeq 0$, both for free! (formalized properly)
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## Illustration



The point is "very close" to the new hyperplane, a small simple modification suffices.
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## Reducing the node count

So $\left|v_{k+1}^{\top} d_{s}\right|$ small $\Rightarrow$ probably 2 descendants.
idea: contrapositive
$\left|v_{k+1}^{\top} d_{s}\right|$ 'large' $\rightarrow$ less chance of both $(s,+1)$ and $(s,-1)$.

Only a heuristic, but reasonably efficient
Also, this order change is local - for each s it can change.
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So $\left|v_{k+1}^{\top} d_{s}\right|$ small $\Rightarrow$ probably 2 descendants.
idea: contrapositive
$\left|v_{k+1}^{\top} d_{s}\right|$ 'large' $\rightarrow$ less chance of both $(s,+1)$ and $(s,-1)$.

Only a heuristic, but reasonably efficient. Also, this order change is local - for each $s$ it can change.

## Illustration



Black: hyperplanes already treated, $x$ is the current point/region. Dotted and blue: remaining hyperplanes. Here, the blue hyperplanes are "far" from the point, so it's more likely there is only 1 descendant (thus less nodes and a faster algorithm).

## Infeasibility, matroids and circuits - 1


++- (and --+ ) corresponds to an empty region: + means right to $H_{1}$, + over $H_{2}$, - down left $H_{3}$ : such a point does not exist. The system is
$+: d_{1}>0,+: d_{2}>0,-:-d_{1}-d_{2}>0$
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## Results; blue $=$ times, black $=$ time RC / time variant

| Name | RC | ABC |  | ABCD2 |  | ABCD3 |  | AD4 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| R-4-8-2 | $1.7010^{-2}$ | $7.2010^{-3}$ | 2.36 | $6.5310^{-3}$ | 2.60 | $3.1310^{-3}$ | 5.43 | $8.0310^{-3}$ | 2.12 |
| R-7-8-4 | $5.7010^{-2}$ | $3.3810^{-2}$ | 1.69 | $3.1510^{-2}$ | 1.81 | $2.2410^{-2}$ | 2.54 | $2.7910^{-2}$ | 2.04 |
| R-7-9-4 | $9.9710^{-2}$ | $4.9810^{-2}$ | 2.00 | $4.9610^{-2}$ | 2.01 | $3.4310^{-2}$ | 2.91 | $5.1610^{-2}$ | 1.93 |
| $\mathrm{R}-7-10-5$ | $2.3310^{-1}$ | $1.1610^{-1}$ | 2.01 | $1.2910^{-1}$ | 1.81 | $1.0510^{-1}$ | 2.22 | $1.2210^{-1}$ | 1.91 |
| $\mathrm{R}-7-11-4$ | $2.3610^{-1}$ | $1.2210^{-1}$ | 1.93 | $1.2010^{-1}$ | 1.97 | $8.4910^{-2}$ | 2.78 | $1.3210^{-1}$ | 1.79 |
| $\mathrm{R}-7-12-6$ | $9.3510^{-1}$ | $5.0510^{-1}$ | 1.85 | $5.7410^{-1}$ | 1.63 | $5.1310^{-1}$ | 1.82 | $5.6510^{-1}$ | 1.65 |
| $\mathrm{R}-7-13-5$ | $9.1110^{-1}$ | $4.7010^{-1}$ | 1.94 | $5.4110^{-1}$ | 1.68 | $4.7110^{-1}$ | 1.93 | $5.3310^{-1}$ | 1.71 |
| $\mathrm{R}-7-14-7$ | 3.69 | 2.15 | 1.72 | 2.39 | 1.54 | 2.42 | 1.52 | 2.42 | 1.52 |
| $\mathrm{R}-8-15-7$ | 6.43 | 3.56 | 1.81 | 3.92 | 1.64 | 4.30 | 1.50 | 4.57 | 1.41 |
| R-9-16-8 | $1.5110^{+1}$ | 8.88 | 1.70 | $1.0310^{+1}$ | 1.47 | $1.3410^{+1}$ | 1.13 | $1.4110^{+1}$ | 1.07 |
| $\mathrm{R}-10-17-9$ | $3.4510^{+1}$ | $2.0810^{+1}$ | 1.66 | $2.5010^{+1}$ | 1.38 | $4.0410^{+1}$ | 0.85 | $3.5310^{+1}$ | 0.98 |
| 2d-20-4 | $3.4810^{-1}$ | $1.7610^{-1}$ | 1.98 | $8.0310^{-2}$ | 4.33 | $6.9610^{-2}$ | 5.00 | $1.7310^{-1}$ | 2.01 |
| 2d-20-5 | $6.7410^{-1}$ | $3.5410^{-1}$ | 1.90 | $1.2910^{-1}$ | 5.22 | $1.3210^{-1}$ | 5.11 | $3.5910^{-1}$ | 1.88 |
| 2d-20-6 | 1.19 | $6.0410^{-1}$ | 1.97 | $2.2310^{-1}$ | 5.34 | $2.7010^{-1}$ | 4.41 | $6.5210^{-1}$ | 1.83 |
| 2d-20-7 | 2.08 | 1.45 | 1.43 | $5.4010^{-1}$ | 3.85 | $6.2110^{-1}$ | 3.35 | 1.11 | 1.87 |
| 2d-20-8 | 3.69 | 1.85 | 1.99 | $6.3610^{-1}$ | 5.80 | $7.9510^{-1}$ | 4.64 | 1.92 | 1.92 |
| sR-2 | $1.7110^{+1}$ | 4.26 | 4.01 | 3.11 | 5.50 | 4.14 | 4.13 | $1.0510^{+1}$ | 1.63 |
| sR-4 | $8.0310^{+1}$ | $3.6810^{+1}$ | 2.18 | $4.4010^{+1}$ | 1.83 | $1.4110^{+2}$ | 0.57 | $2.0210^{+2}$ | 0.40 |
| sR-6 | $1.0810^{+2}$ | $1.5410^{+2}$ | 0.70 | $7.0110^{+1}$ | 1.54 | $2.5810^{+2}$ | 0.42 | $4.0410^{+2}$ | 0.27 |
| perm-5 | $6.6410^{-1}$ | $1.8910^{-1}$ | 3.51 | $6.8710^{-2}$ | 9.67 | $8.5310^{-2}$ | 7.78 | $3.7510^{-1}$ | 1.77 |
| perm-6 | 5.80 | 1.32 | 4.39 | $5.1910^{-1}$ | 11.18 | 1.03 | 5.63 | 3.81 | 1.52 |
| perm-7 | $5.7010^{+1}$ | $1.1010^{+1}$ | 5.18 | 4.16 | 13.70 | $2.1210^{+1}$ | 2.69 | $6.3710^{+1}$ | 0.89 |
| perm-8 | $5.9810^{+2}$ | $1.0810^{+2}$ | 5.54 | $4.4110^{+1}$ | 13.56 | $6.4610^{+2}$ | 0.93 | $1.5910^{+3}$ | 0.38 |
| r-3-7 | $5.8310^{-1}$ | $3.1610^{-1}$ | 1.84 | $2.7910^{-1}$ | 2.09 | $2.2710^{-1}$ | 2.57 | $3.6410^{-1}$ | 1.60 |
| r-3-9 | $3.3110^{-1}$ | $2.9210^{-1}$ | 1.13 | $1.9610^{-1}$ | 1.69 | $1.4110^{-1}$ | 2.35 | $1.7710^{-1}$ | 1.87 |
| $\mathrm{r}-4-7$ | 3.13 | 1.62 | 1.93 | 1.37 | 2.28 | 2.21 | 1.42 | 3.01 | 1.04 |
| r-4-9 | 2.76 | 1.36 | 2.03 | 1.13 | 2.44 | 1.85 | 1.49 | 2.87 | 0.96 |
| $\mathrm{r}-5-7$ | 8.92 | 4.72 | 1.89 | 3.94 | 2.26 | 8.64 | 1.03 | $1.2610^{+1}$ | 0.71 |
| $\mathrm{r}-5-9$ | 9.02 | 4.47 | 2.02 | 3.72 | 2.42 | 7.92 | 1.14 | $1.0610^{+1}$ | 0.85 |
| $\mathrm{r}-6-7$ | $2.1810^{+1}$ | $1.2010^{+1}$ | 1.82 | $1.1410^{+1}$ | 1.91 | $2.8910^{+1}$ | 0.75 | $4.0310^{+1}$ | 0.54 |
| $\mathrm{r}-6-9$ | $2.6310^{+1}$ | $1.4510^{+1}$ | 1.81 | $1.1710^{+1}$ | 2.25 | $3.3910^{+1}$ | 0.78 | $4.8910^{+1}$ | 0.54 |
| $\mathrm{r}-7-7$ | $5.7210^{+1}$ | $3.3010^{+1}$ | 1.73 | $3.4910^{+1}$ | 1.64 | $1.1710^{+2}$ | 0.49 | $1.6010^{+2}$ | 0.36 |
| r-7-9 | $4.6810^{+1}$ | $2.5810^{+1}$ | 1.81 | $2.4510^{+1}$ | 1.91 | $7.3010^{+1}$ | 0.64 | $8.7410^{+1}$ | 0.54 |
| median/mean |  |  | 1.93/2.23 |  | 2.05/3.70 |  | 1.93/2.48 |  | 1.52/1.32 |
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- $v_{k}^{\top} d_{s}^{k-1}<0 \Rightarrow\left\{\begin{array}{l}-v_{k}^{\top} d_{s}^{k-1}>0 \\ s_{i} v_{i}^{\top} d_{s}^{k-1}>0\end{array}, ~ \checkmark,\left\{\begin{array}{l}+v_{k}^{\top} d>0 \\ s_{i} v_{i}^{\top} d>0\end{array}\right.\right.$ ? $\rightarrow$ L.O.


## Method - adding vectors one at a time

## With one more vector

- Given $\left(v_{1}, \ldots, v_{k-1}\right) ; v_{k} ; \mathcal{S}_{k-1} \subseteq\{ \pm 1\}^{k-1}$
- $\forall s=\left(s_{1}, \ldots, s_{k-1}\right) \in \mathcal{S}_{k-1}$, we know $d_{s}^{k-1}$ s.t. :
$\forall i \in[1: k-1], s_{i} v_{i}^{\top} d_{s}^{k-1}>0$
- $v_{k}^{\top} d_{s}^{k-1}>0 \Rightarrow\left\{\begin{array}{l}+v_{k}^{\top} d_{s}^{k-1}>0 \\ s_{i} v_{i}^{\top} d_{s}^{k-1}>0\end{array}, ~ \checkmark,\left\{\begin{array}{l}-v_{k}^{\top} d>0 \\ s_{i} v_{i}^{\top} d>0\end{array}\right.\right.$ ? $\rightarrow$ L.O.
- $v_{k}^{\top} d_{s}^{k-1}<0 \Rightarrow\left\{\begin{array}{l}-v_{k}^{\top} d_{s}^{k-1}>0 \\ s_{i} v_{i}^{\top} d_{s}^{k-1}>0\end{array}, ~ \checkmark,\left\{\begin{array}{l}+v_{k}^{\top} d>0 \\ s_{i} v_{i}^{\top} d>0\end{array}\right.\right.$ ? $\rightarrow$ L.O.
- $v_{k}^{\top} d_{s}^{k-1}=0 \Rightarrow$ both systems $\checkmark$ by perturbation


## Circuits of matroids

We look at subsets $I \subset[1: p], \operatorname{dim}\left(\mathcal{N}\left(V_{:, I}\right)\right)=\mathbf{1}$ and $\forall I^{\prime} \subsetneq I, \operatorname{dim}\left(\mathcal{N}\left(V_{:, I^{\prime}}\right)\right)=0$
$\operatorname{dim}\left(\mathcal{N}\left(V_{;}, I\right)\right)=1 \Rightarrow \mathcal{N}\left(V_{;}, I\right)=\operatorname{Vect}(\eta)$

> $\mathcal{N}\left(V_{:, I}\right)$ gives 'unsigned' $\eta$ 's which define the sign $s_{J}=1$ because if $\geq 2$, smaller subsets are of $\operatorname{dim}(\mathcal{N})=1$ $2^{p}$ LO feasibility $\leftrightarrow 2^{p} \mathcal{N}$ searches; subsets of size $\leq 1+\operatorname{rank}(V)$ Issue (unresolved): "optimal" way to compute efficiently: if I s.t. $\operatorname{dim}\left(\mathcal{N}\left(V_{:, ~}, I\right)\right)=1, I^{\prime} \supsetneq I$ useless to check

## Circuits of matroids

We look at subsets $I \subset[1: p], \operatorname{dim}\left(\mathcal{N}\left(V_{:, I}\right)\right)=\mathbf{1}$ and $\forall I^{\prime} \subsetneq I, \operatorname{dim}\left(\mathcal{N}\left(V_{:, I^{\prime}}\right)\right)=0$

$$
\begin{aligned}
\operatorname{dim}\left(\mathcal{N}\left(V_{:, I}\right)\right)=1 & \Rightarrow \mathcal{N}\left(V_{:, I}\right)=\operatorname{Vect}(\eta) \\
& \Rightarrow V_{:,,} \eta=0 \Leftrightarrow \underbrace{V_{:, \mid} \operatorname{sign}(\eta)}_{V_{(:, l)} S_{(I)}} \underbrace{\operatorname{sign}(\eta) \eta}_{=\gamma_{(I)} \geq 0}=0
\end{aligned}
$$

$\mathcal{N}\left(V_{:, I}\right)$ gives 'unsigned' $\eta$ 's which define the sign $s_{J}=1$ because
if $\geq 2$, smaller subsets are of $\operatorname{dim}(\mathcal{N})=1$
$2^{p}$ LO feasibility $\leftrightarrow 2^{p} \mathcal{N}$ searches; subsets of size $\leq 1+\operatorname{rank}(V)$
Issue (unresolved): "optimal" way to compute efficiently: if I s.t. $\operatorname{dim}\left(\mathcal{N}\left(V_{i, I}\right)\right)=1, I^{\prime} \supsetneq I$ useless to check

## Circuits of matroids

We look at subsets $I \subset[1: p], \operatorname{dim}\left(\mathcal{N}\left(V_{:, I}\right)\right)=\mathbf{1}$ and $\forall I^{\prime} \subsetneq I, \operatorname{dim}\left(\mathcal{N}\left(V_{:, I^{\prime}}\right)\right)=0$

$$
\begin{aligned}
\operatorname{dim}\left(\mathcal{N}\left(V_{:, l}\right)\right)=1 & \Rightarrow \mathcal{N}\left(V_{:, I}\right)=\operatorname{Vect}(\eta) \\
& \Rightarrow V_{:,,} \eta=0 \Leftrightarrow \underbrace{V_{:, \mid} \operatorname{sign}(\eta)}_{V_{(:, l)} S_{(I)}} \underbrace{\operatorname{sign}(\eta) \eta}_{=\gamma_{(I)} \geq 0}=0
\end{aligned}
$$

$\mathcal{N}\left(V_{:, I}\right)$ gives 'unsigned' $\eta$ 's which define the sign $s_{\jmath}$
if $\geq 2$, smaller subsets are of $\operatorname{dim}(\mathcal{N})=1$
$2^{p}$ LO feasibility $\leftrightarrow 2^{p} \mathcal{N}$ searches; subsets of size $\leq 1+\operatorname{rank}(V)$
Issue (unresolved): "ontimal" way to compute efficiently: if I s.t. $\operatorname{dim}\left(\mathcal{N}\left(V_{:, ~}\right)\right)=1, I^{\prime} \supsetneq I$ useless to check

## Circuits of matroids

We look at subsets $I \subset[1: p], \operatorname{dim}\left(\mathcal{N}\left(V_{:, I}\right)\right)=\mathbf{1}$ and $\forall I^{\prime} \subsetneq I, \operatorname{dim}\left(\mathcal{N}\left(V_{:, I^{\prime}}\right)\right)=0$

$$
\begin{aligned}
\operatorname{dim}\left(\mathcal{N}\left(V_{:, I}\right)\right)=1 & \Rightarrow \mathcal{N}\left(V_{:, I}\right)=\operatorname{Vect}(\eta) \\
& \Rightarrow V_{:,,} \eta=0 \Leftrightarrow \underbrace{V_{:, \mid} \operatorname{sign}(\eta)}_{V_{(:, l)} S_{(I)}} \underbrace{\operatorname{sign}(\eta) \eta}_{=\gamma_{(I)} \geq 0}=0
\end{aligned}
$$

$\mathcal{N}\left(V_{i, l}\right)$ gives 'unsigned' $\eta$ 's which define the sign $s_{J}=1$ because if $\geq 2$, smaller subsets are of $\operatorname{dim}(\mathcal{N})=1$
$2^{P}$ LO feasibility $\leftrightarrow 2^{P} \mathcal{N}$ searches; subsets of size $\leq 1+\operatorname{rank}(V)$
Issue (unresolved): "optimal" way to compute efficiently: if I s.t. $\operatorname{dim}\left(\mathcal{N}\left(V_{:, ~}, I\right)\right)=1, I^{\prime} \supsetneq I$ useless to check

## Circuits of matroids

We look at subsets $I \subset[1: p], \operatorname{dim}\left(\mathcal{N}\left(V_{:, I}\right)\right)=\mathbf{1}$ and $\forall I^{\prime} \subsetneq I, \operatorname{dim}\left(\mathcal{N}\left(V_{:, I^{\prime}}\right)\right)=0$

$$
\begin{aligned}
\operatorname{dim}\left(\mathcal{N}\left(V_{:, I}\right)\right)=1 & \Rightarrow \mathcal{N}\left(V_{:, I}\right)=\operatorname{Vect}(\eta) \\
& \Rightarrow V_{:,,} \eta=0 \Leftrightarrow \underbrace{V_{:, \mid} \operatorname{sign}(\eta)}_{V_{(:, l)} S_{(I)}} \underbrace{\operatorname{sign}(\eta) \eta}_{=\gamma_{(I)} \geq 0}=0
\end{aligned}
$$

$\mathcal{N}\left(V_{i, l}\right)$ gives 'unsigned' $\eta$ 's which define the sign $s_{J}=1$ because if $\geq 2$, smaller subsets are of $\operatorname{dim}(\mathcal{N})=1$
$2^{p}$ LO feasibility $\leftrightarrow 2^{p} \mathcal{N}$ searches; subsets of size $\leq 1+\operatorname{rank}(V)$
Issue (unresolved): "optimal" way to compute efficiently: if I s.t. $\operatorname{dim}\left(\mathcal{N}\left(V_{:}, I\right)\right)=1, I^{\prime} \supsetneq I$ useless to check

## Circuits of matroids

We look at subsets $I \subset[1: p], \operatorname{dim}\left(\mathcal{N}\left(V_{:, I}\right)\right)=\mathbf{1}$ and $\forall I^{\prime} \subsetneq I, \operatorname{dim}\left(\mathcal{N}\left(V_{:, I^{\prime}}\right)\right)=0$

$$
\begin{aligned}
\operatorname{dim}\left(\mathcal{N}\left(V_{:, I}\right)\right)=1 & \Rightarrow \mathcal{N}\left(V_{:, I}\right)=\operatorname{Vect}(\eta) \\
& \Rightarrow V_{:,,} \eta=0 \Leftrightarrow \underbrace{V_{:, \mid} \operatorname{sign}(\eta)}_{V_{(:, l)} S_{(I)}} \underbrace{\operatorname{sign}(\eta) \eta}_{=\gamma_{(I)} \geq 0}=0
\end{aligned}
$$

$\mathcal{N}\left(V_{i, l}\right)$ gives 'unsigned' $\eta$ 's which define the sign $s_{J}=1$ because if $\geq 2$, smaller subsets are of $\operatorname{dim}(\mathcal{N})=1$
$2^{p}$ LO feasibility $\leftrightarrow 2^{p} \mathcal{N}$ searches; subsets of size $\leq 1+\operatorname{rank}(V)$ Issue (unresolved): "optimal" way to compute efficiently: if I s.t. $\operatorname{dim}\left(\mathcal{N}\left(V_{:, ~}\right)\right)=1, I^{\prime} \supsetneq I$ useless to check

