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= Statistics, machine learning and data

MINING — basic concepts, similarities and
differences (P. Berka)

= Machine Learning Methods and

Algorithms — general overview and selected
methods (P. Berka)

n Break

= GUHA Method and LISp-Miner System
(J.Rauch)
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!'_ Part 1

Statistics, machine learning and
data mining



i Statistics

= A formal science that deals with collection,
analysis, interpretation, explanation and
presentation of (usually numerical) data.

= The science of making effective use of
numerical data relating to groups of
individuals or experiments

(wikipedia)
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Machine Learning

= ,, The field of machine learning is concerned
with the question of how to construct computer
programs that automatically improve with
experience.”

(Mitchell, 1997)

= ,, Things learn when they change their behavior
in @ way that makes them perform better in a
future.”

(Witten, Frank, 1999)
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iKnowIedge Discovery in Databases

=, Non-trivial process of identifying valid, novel,

potentially useful and ultimately understandable
patterns from data.”

(Fayyad et al., 1996)

= ,Analysis of observational data sets to find

unsuspected relationships and summarize data in

novel ways that are both understandable and
useful to the data owner.”

(Hand, Manilla, Smyth, 2001)
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The CRISP-DM Methodology




Machine Data -
* Learning Mining Statistics

skill
acquisition

confirmatory
data analysis

analytical
concept
learning

descriptive
statistics
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i Statistics vs. Machine Learing

= Hypothesis driven = Data driven
= Model oriented = Algorithm oriented
« formulate hypothesis « formulate a task
= Collect data (in a = preprocess available
controlled way) data
= analyze data = apply (different)
= interpret results algorithms

= interpret results
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Terminological differences

Machine Learning Statistics
attribute variable
target attribute, class dependent variable, response
input attribute independent variable, predictor
learning fitting, parameter estimation
weights (in neural nets) parameters (in regression)
error residuum
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i Similarities
= algorithms
= decision trees: C4.5 ~ CART
= Neural networks ~ regression
= Nearest neighbor classification
= methods

= Cross-validation test
= y2 test
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!'_ Part 2

Machine Learning Methods and
Algorithms



Learning methods

rote learning (memoryzing)

learning from instruction, learning by
being told

learning by analogy, instance-based
learning, lazy learning

explanation-based learning
learning from examples
learning from observation and discovery
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Feedback during learning

pre-classified examples (supervised
learning)

rewards or punishments (reinforcement
learning)

indirect hints derived from the behaviour of
teacher (apprenticeship learning)

nothing (unsupervised learning)
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Illustrative Example

Data about pacients with different atherosclerosis

risk

Pac-id | DIAST | CHLST | risk " x

P1 100 300 | Ano e «

P2 85| 247 |Ne DIAST | ";_E_,..: x

P3 87 291 | Ano ] oo g x x % %

P4 105| 259 Ano o m—— XXX

P5 81| 231|Ne o | “x:‘"':'" x

P6 105| 288 Ano 12 212 432
CHLST
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Atherosclerosis risk factors

i study

Longitudinal (1975-2000) study of atherosclerosis risk
factors in the population of middle-aged men
divided into three groups (normal, risk, pathological).

= to identify atherosclerosis risk factors prevalence in a
population of middle-aged men,

= to follow the development of these risk factors and their
impact on the examined men health, especially with respect
to atherosclerotic CVD,

= to study the impact of complex risk factors intervention on
development of risk factors and CVD mortality,

= to compare (after 10-12 years) risk factors profile and
health of the selected men in different groups.
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Data STULONG

Control
05 79%6E Find knowledge that can
X .
be used to classify new
Eniry patients acco_rdln_g to
¢ atherosclerosis risk
1419x64
Letter Death
403x62 389x5
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Empirical concept learning

s examples belonging to the same class have similar
characteristics (similarity-based learning)

= we infer general knowledge from a finite set of
examples (inductive learning)

Progtor atributd Prostor atributi

///——\\

{A}
1 A )
1 * A . |

{n}

> DIAST |

DIAST |
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Empirical concept learning

i from data (1/3)

= Analyzed data

X1 Xip  eeeens Xi1m Yy

D _ X5 Xon  eeenes Xom Yo
TR ~—

X1 X o eeeens Xim Y

= Classification task: we search for knowledge
(represented by a decision function f) f: x— ,
that for input values x of an example infers the
value of target attribute y = f (x).
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Empirical concept learning

i from data (2/3)

= During classification of an example we can
make an error Q{0 V;):

1 for y. #V.

Q: (0, ¥;) = (v; - §A71)2 Qf (Oi’yi)zio for y :)A/i

= For the whole training data Dz we can
compute the total error Err(f,ETR), e.g. as

1 n
Ert(f, D ) = ;ZQf(OUYi)
i=1
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Empirical concept learning

i from data (3/3)

= The goal of learning is to find such a
knowledge f*, that will minimize this error

Err(f,D ) = min Err(f,De )
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iEmpiricaI concept learning as ...

= ... Search

= We are learning both the structure and
parameters of a model

= ... approximation
= We are learning the parameters of a model
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i Search (1/2)

= Ordering of models

\ MGM —most general model

o . (one cluster for all examples)
l \ M1 more general than M2

e M2 more specific than M1

MSM — most specific model(s)
(single cluster for each example)
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Search (2/2)

s Search methods . .
Direction

= top-down
= bottom-up

(o)
iy Strategy
° . = blind

@ \ = heuristic

= random
Breadth

%Msj = single
= parallel
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Approximation (1/2)

Estimation of the parameters of a model (decision function) y=f(x)
using a set of the values [x;,y]

Least squares method:

y =100 Looking for parameters that minimize
the overall error

Zi (yi - f(Xi)) 2

transformed to solving the equation

d >
a’qzi:‘/i_f(Xi)/_O
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Approximation (2/2)

= Analytical solution (known type of the function)
solving a set of equations for the parameters
= regression

= Numerical solution (unknown type of the function)
= gradient methods

vV Err(q) = 5Err’@Errr”’aErr
dq, 0Oq;  0qq
Modification of parameters q = [q;, q;, ., 9] @S q < q + Aq
where OFtr
qu = 7 5
9
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Selected algorithms

decision trees

decision rules

association rules

neural networks

genetic algorithms
bayesian methods
nearest-neighbor methods
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Decision tree algorithms

TDIDT algorithm

1. select the best splitting attribute as a root of the
current (sub)tree,

2. divide data in this node into subsets according to the
values of the selected attribute and add new node for
each this subset,

3. if there is an added node, for which the data do not

belong to the same class, goto step 1.

= only categorial attributes

= only data without noise
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+

Splitting criteria

= How to select a splitting attribute?

Contingency table
Y class attribute
X Input attribute

Entropy (min) — ID3, C4.5

Y > N N, Y
S H(X) Zl ; JZ; gz
dis ry
d2s 2 |Gini index (min) - CART
R S 2
Gini(X)Z”f[lz(a"f] J
dro I =t A
>s N %> (max) - CHAID .
R S (aij _Zn])
2 —
X (X) - ;JZ:‘ '8
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Decision trees in the attribute
space

x
DIAST o <
x x
X xx x
DIAST N =

x KI_Z-::I R xX

!5— !E:E -E T X E X
XXX XX

AT CHLST o seo Fmxxx X
M e R R 4 x
4
x
= 265 < 265 o
112 292 a12
CHLST
Ano ne
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| Decision trees (search)
N = top-down (TDIDT)
-rm/\u = Single, heuristic
= ID3, C4.5 (Quinlan), CART

Ao me (Breiman a kol.)

ﬂ/ = parallel heuristic

e = Option trees (Buntine), Random

forrest (Breiman)
-ml/\v = random

Ao konto = parallel
| | = USing genetic programming
= bottom-up additional technique
Ano ne during tree pruning
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Decision rules — set covering
algorithms

set covering algorithm

1. create a rule that covers some examples of one class and
does not cover any examples of other classes
remove covered examples from training data

if there are some examples not covered by any rule, go to
step 1

W N

each training example covered by single rule =
straightforward use during classification
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Decision rules in the attribute

‘_L space

IF DIASThigh) THEN risk(yes)
IF CHLST(high) THEN risk(yes)

IF DIAST(low) A CHLST(low) THEN risk(no)
130 x x x:
DIAST % Fxm x x x

= KK_:-H'{ A 3 el x

112 212 A2
CHLAT
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i Decision rules (search)

= top-down

= parallel heuristic
= CN2 (Clark, Niblett), CN4 (Bruha)

= bottom-up

= Ssingle heuristic
= Find-S (Mitchell)

IF DIAST(low) = parallel heuristic

AND CHLST(low) THEN = AQ (Michalski)
= random

= parallel
= GA-CN4 (Kralik, Bruha)

IF DIAST(low) THEN
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Decision rules — compositional
algorithms (search)

KEX algorithm

1 add empty rule to the rule set KB

2 repeat

2.1 find by rule specialization a rule Ant — C that fulfils the
user given criteria on length and validity,

2.2 if this rule significantly improves the set of rules KB build so
far then add the rule to KB

each training example can be covered by more
rules = these rules contribute to the final
decision during classification
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KEX algorithm — more details

KEX algorithm

Initialization

1. forall category (attribute-value pair) A add A = C to OPEN
2. add empty rule to the rule set K B

Mamn loop
while OPEN is not empty
1. select the first implication Ant = C from OFPEN
2. test if this implication significantly improves the set of rules K B built
so far (using the y* test, we test the difference between the rule validity
and the result of classification of an example covered by Ant) then add
it as a new rule to K B
3. for all possible categories 4
(a) expand the implication Ant = C by adding A to Ant
(b) add Ant A A = C to OPEN so that OPEN remains ordered
according to decreasing frequency of the condition of rules
4. remove Ant = C from OFPEN
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‘L Association rules

IF smoking(no) A diast(low) THEN chlst(low)

SUC| -=SUC | X

23%

ANT | 257 43| 300

—ANT | 66| 1036| 1102

2 323| 1079 1402

= support a/(at+b+c+d)=0.18
= confidence  a/(a+b) = 0.86
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Association rule (generating as
top-down search)

breadth-first

Apriori (Agrawal),
LISp-Miner (Rauch)

combination combination
. 1n
4a In 2n
4n In 2n 3m
5a In 2n 3m 4a
o5n ln 2n 3m 4a
In 2n In 2n 3m 4a
ln 2s In 2n 3m 4n
In 2v In 2n 3m 4n
In 3m In 2n 3m 4n
ln 3=z In 2n 3m b5a
ln 2n 3m 5n
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depth-first

5a
5n

5a
5n

heuristic

KAD (Ivanek,
Stejskal)

combination

Sa
1n
3m
3z
4a
4dn
1v
1n
4dn
1v
2V

4a
5a
5a
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Association rules algorithm

apriori algorithm

set k=1 and add all items that reach minsup into L

repeat

1. increase k

2. consider an itemset Cof length &

3. if all subsets of length &1 of the itemset C are in L then
if Creaches minsup then add C into L
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apriori — more details

algorithm apriori

1. assign all items that reached the support of minsup into L,
2. let k=2
3. while Ly _, # @
3.1 using the function apriori-gen create a set of candidates Ck from
Li_,
3.2 assign all itemsets from €} that reached the support of minsup

into Li
3.3 increase k by 1

Function apriori-gen(L;_,)
1. for all itemsets Comb, ., Comb, from Lp_,
if C'omby and Comby share & — 2 items, then add Comby A Comb; to
Cx
2. for all itemsets Comb from O}
if any subset with a length k — 1 of C'omb is not included in Li—1 then
remove Comb from Cf
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Neural networks — single
neuron

-1
X
] | ®
X X
X XX X
XX XME X X X

DIAST X XK X X X

XM X K X
05

CHLST

X XX3 X
}FIII XX
» xXxx XX
Ex XX X

riziko

P
WOW M Y e
¥ OMN N M M 3 M
.. ® EEEX X
ull X OHEM MMM M X ¥

12 272 432
CHLST

DIAST

(=] [=]
I
I

y'=1 for wa_

y'=0 for > wx <w,
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Neural networks -multilayer
perceptron

i -ipix]
-l

—iontrols

Start | Epecin U Learning Rate = IE
Murn Of Epochs ISEIIII
Accept | Error pet Epoch = 0 Momeritum = IE
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Backpropagation algorithm =
approximation

Error backpropagation algorithm

1. inicialize the weights in the network with small random numbers (e.g.
from the interval [—0.05, 0.05])
2. while the stopping condition is not satisfied for every training example

x,y] do
2.1 compute the output ouf, for every neuron u
2.2 for every neuron o from the output layer compute the error

error, = out,(1 — out, )y, — out,)

2.3 for every neuron h from the hidden layer compute the error

errory = outy (1l — outy) Z (W error,)

o< oufputd

2.4 for every connection from neuron j to neuron k modify the weight
of the connection
Wik = Wik +ﬂ.i.|'.'_1-,|¢.

where
Awjr = nerrork Tk
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Genetic algorithms = parallel
random search

Genetic algorithm (fit, N, K M)

Initialization
1. assign t:= 0
2. randomly create the initial population C}{#) which contains N individ-
uals
3. compute fit(h) for every individual k € Q(t)

Main loop
1. while the stopping condition is not satisfied do

1.1 selection: select individuals k from the population ()t} that will
be directly inserted into the population P{t + 1)

1.2 crossover: choose pairs of individuals (with probability K') from
the population (J(t), perform crossover on each pair and insert the
offsprings into the population Q(t + 1)

1.3 mutation: choose individuals h (with probability M) from the
population (J{t + 1) and mutate them

l.4 assignt ==t + 1

1.5 compute fit(h) for every individual h € C}t)

2. return the individual b with the highest value of fit(h)
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i Genetic algorithms

= Genetic operations
= Selection
= Cross-over

111000010 111000101

noo1poiol >< 000110010

= Mutation

111010010 P 111011010
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Bayesian methods

= Naive bayesian classifier
(approximation)

[TP(E, | H) P(H)

P(H|E,,.,E )= *' : :

= Bayesian network (search,
approximace)

P(u,...,u,) = ﬁP(ui | rodice(u,))

ii—1
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i Naive bayesian classifier

= Computing the probabilities
P(risk=yes) = 0.71 P(risk=no) = 0.19
P(smoking=yes)|risk=yes) = 0.81
P(smoking=no)|risk=no) = 0.19

= Classification
Class H; with highest value of [], P(E,|H,) P(H.)
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i Nearest-neighbor methods

Algorithm k-NN

Learning
Add examples [x, y] into case base

Classification
1. For a new example x
1.1. Find x;, x,, ... X, Knearest neighbors
1.2. assign
y=y < y'isthe majority class of x;, ... x,,
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Nearest-neighbors in the

+

= Using examples

DIAST

Prostor atributi

»
A

+
A

CHLST

attribute space

= Using centroids

Prostor atribui

DIASRT

CHLST
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Nearest-neighbor methods

RTTTLIEEE

Prostor atributu

+

n

dl

dz....“ ERLEEREE R

*
_h

A

0

2000 40000 600 0000 00000

konto

= Selecting instances to be added
= NO search
- IB1 (Aha)

= simple heuristic top-down search
= IB2, IB3 (Aha)

= clustering (identifying centroids)

= Ssimple heuristic top-down search
= top-down (divisive)
= bottom-up (aglomerative)

= approximation

= K-NN (given number of clusters)
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i Further readings

= T. Mitchell: Machine Learning. McGraw-Hill, 1997

= J. Han, M. Kerber: Data Mining, Concepts and
Techniques. Morgan Kaufmann, 2001

= [. Witten, E. Frank: Data Mining, Practical
Machine Learning tools and Techniques with
Java. 2 edition. Morgan Kaufmann, 2005

= http://www.aaai.org/AITopics
= http://www.kdnuggets.com
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!'_ Part 3

GUHA Method and LISp-Miner
System



GUHA Method and LISp-Miner System

+

Why here?

Association rules coined by Agrawal in 1990's
More general rules studied since 1960’s
GUHA method of mechanizing hypothesis formation

Theory based on combination of —
= Mathematical logic e
= Mathematical statistics e
Several implementations

= LISp-Miner system

Relevant tools and theory

| Soringerveriag
% Rarlin Heidelberg Maw York
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Outline

GUHA — main features

Association rule — couple of Boolean attributes
GUHA procedure ASSOC

LISp-Miner system

Related research
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P Hajek T Hawranek
Mechanizing Hypothesis
Formation

Iiathemetical Foundahions

for 3 Genera Theory

| é Soringer-Verag
% BRadin Heidelberg Maw York

1978

GUHA — main features

Starting questions:

Can computers formulate and verify
scientific hypotheses?

Can computers in a rational way
analyse empirical data and produce
reasonable reflection of the observed
empirical world? Can it be done
using mathematical logic and
statistics?
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Examples of hypothesis formation

: T P e T (2) This crow is black.
(l) Lhis crow is black, That crow is black.

That crow is black. Many crows have been observed:

. All observed crows are black. Ielat'jf"relf.rel?“e”cy of black
ones is high.
All crows are black. Crows have a considerable change of

A

being black.

(3) rat  weight weight of the

0. o kidney mgo . .

s s Evidence Observational statement
1 362 1432

2 372 1601

3 376 1436 1

L aom L633 Theoretical statement

5 411 2262

The observed weights of the kidneys

have the same order as the
weights of the rats with one 1):
exception. ( )
The weight of rat’s kidney

is positively dependent (2), (3) : Theoretical statement ??? observational statement

Theoretical statement = observational statement

on the weight of the rat.
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From an observational statement
to a theoretical statement

Evidence Observational statement (1): Theoretical statement = observational statement

Theoretical statement (2), (3) : Theoretical statement ??? observational statement

o Justified by some rules of rational inductive inference
o  Some philosophers reject any possibility of formulating such rules
o Nobody believes that there can be universal rules

o  There are non-trivial rules of inductive inference applicable under some well described
circumstances

o Some of them are useful in mechanized inductive inference

Scheme of inductive inference: theoretical assumptions, observational statement
theoretical statement
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Logic of discovery

Five questions:

LO:

L1:

L2:

L3:

L4:

Scheme of inductive inference: theoretical assumptions, observational statement
theoretical statement

In what languages does one formulate observational and theoretical statements? (What

is the sy and semantics of these lang s? What is t relation to the classical
first org? /" predicate calculus?)

What are rational inductive inference rules bridging the gap between observational and
theoretical sentences? (What does it mean that a theoretical statement is justified?)

Are there rational methods for deciding whether a theoretical statement is justified (on
the basis of given theoretical assumptions and observational statements)?

What the conditions for a theoretical statement or a set of theoretical statements to
be of inty est (importance) with respect to the task of scientific cognition?

Are there methods for suggesting such a set of statements, which is as interesting, as
possible?

LO — L2: Logic of induction L3 — L4: Logic of suggestion LO — L4: Logic of discovery
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GUHA Procedure

Simple definition of a
DATA large set of relevant
observational statements

Generation and
verification of particular
observational statements

<

All the prime observational
statements

Observational : Theoretical statement = 1:1
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Outline

GUHA — main features

Association rule — couple of Boolean attributes

= Data matrix and Boolean attributes
= Association rule
= 4ft-quantifiers

GUHA procedure ASSOC
LISp-Miner
Related research

Tutorial @ COMPSTAT 2010
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i Data matrix and Boolean attributes

A A, An [AL1(3) Ax(7,9) A(3) A Ay7,9)

3 9 .. 1 1 1

7 5 ... 7] 0 0 0

4 7 5 0 1 0

Data matrix M Boolean attributes o, v, %
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i Association rule

. succedent
antecedent
............. (P z \|] 9‘/[ \Ij _I\|]
4ft quantifier
—¢| C d

l...p~vy istruein M
F.(ab,cd) = <

0..¢p=vy isfalsein M
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i Important simple 4ft-quantifiers (1)

M| v | v
¢
Founded implication: P :>p,Base "4 2+ Db > pra=DBase

o > pAra=>Base
Double founded implication: ¢ <~ p,Base "4 a+b+c P
a+d

Founded equivalence: @ =p Base ¥ a+b+c+d

> pAa=>Base
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i Important simple 4ft-quantifiers (2)
M

by -y

a b

C
a a+c

Above Average: g0:> p,Base U/ a+b>(l+ )a+b+c+d/\aZBase
a a
_ >CAh >S5
«Classical®: @ —>¢ s ¥ a+b a+b+c+d
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i 4ft-quantifiers — statistical hypothesis tests (1)

M| v | v
0 Lower critical implication for0 < p<1, 0 < a < 0.5
a+b
a+by atb—i
® :>!p,a,Base 774 Z ( ; )p (1—-p) =T < a A a > Base

The rule ¢ =',., v corresponds to the statistical test (on the level o) of the null hypothesis
Hy: P(v | ¢ ) < p against the alternative one Hy: P(yw | ¢ ) > p. Here P(y | ¢ ) is the
conditional probability of the validity of v under the condition ¢.
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Fisher’s quantifier for 0 < o < 0.5

i 4ft-quantifiers — statistical hypothesis tests (2)
M
¢
¢

min (r,k (n, L)

(0 Na,Base ’7” Z

< a A ad>be N a> Base

The rule ¢ ~, g, W corresponds to the statistical test (on the level o of the null hypothesis
of independence of ¢ and y against the alternative one of the positive dependence.
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Outline

GUHA — main features

Association rule — couple of Boolean attributes
GUHA procedure ASSOC

LISp-Miner

Related research
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GUHA procedure ASSOC




GUHA - selected implementations (1)

= 1966 - MINSK 22 (I. Havel)
Boolean data matrix
simplified version
association rules
punch tape

= end of 1960s - IBM 7040 (I. Havel)

= 1976 IBM 370 (I. Havel, J. Rauch)
Boolean data matrix
association rules
statistical quantifiers
bit strings
punch cards
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GUHA - selected implementations (2)

Early 1990s — PC-GUHA

MS DOS

A. Sochorova, P. Hajek, J. Rauch

Since 1995 GUHA+- GUHA*+ a5

Windows @©
D. Coufal + all.

Since 1996 LISp-Miner LISp-Miher

Windows

M. Simének + J. Rauch + all.
7 GUHA procedures

KEX

related research

Since 2006 Ferda, M. Ralbovsky + all.
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Outline

GUHA — main features

Association rule — couple of Boolean attributes
GUHA procedure ASSOC

LISp-Miner

= QOverview

= Application examples

Related research
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http://lispminer.vse.cz LIS p- M | ner ove rVieW

4ft-Miner ﬂ
KL-Miner

CF-Miner .

x SDaftMiner | [

m  SDKL-Miner n\Mm lbs.

s SDCF-Miner =—

el R

1

o SRS

4ftAction-Miner | pg == D[? i.e. 7 GUHA procedures

KEX

LMDataSource
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i LISp-Miner, application examples

m Stulong data set

m 4ft-Miner (enhanced ASSOC procedure):
= @(Physical, Social) ~? @ (Biochemical)
m SD4ft-Miner:

= normal ® risk: @ (Physical, Social) ~* @ (Biochemical)
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Stulong data set

Soubor Upravy  Zobrazit

Oblibené

/3 Discovery Challenge 2004 - Microsoft Internet Explorer

1

== ]

Mastroje

GZpét - e - l_L| \ELI _;\J | /..-\JHleda

http://euromise.vse.cz/chaIIenqe2004/ I

Adresa I@J htkp:ffeuramise. vse .cz/challenge2004/indes. bt

;I B Frec | aEazyy

GDugle|(‘_‘,v

LIGD +E > 0~ | * Bookmatks - §]E‘Hblocked | fg’check * % Autolink v '_

| AutoFil |« Sendtow

() Settings—

+ * ok

* * »
. EuroMISE,
* - * *

Homepage | People | Projects

Projects » Discovery Challenge 2004

-

I Challenge overview

STULONG basic
information

| STULONG data set

Discovery Challenge
tasks

| Data transformation
| Download

| Contact persons

| Further use of data

Discovery Challenge 2004
EuroMISE — Cardio

Here you can get data set STULONG prepared for Discovery Challenge of
ECML/PKDD 2004 conference.

STULONG is the data set concerning the twenty years lasting longitudinal study of the
risk factors of the atherosclerosis in the population of 1 417 middle aged men. Four data
matrices are included.

The goal of the discovery challenge is to get new knowledge from the STULONG data.
Especially we are interested in answers to the set of analytical questions.

STULONG data consists of raw data matrices. Various data transformations are
necessary before the analysis. We offer both results of some useful transformations and
tools for further possible transformations.

The Stulong data set was used in Discovery Challenge 2002 of ECML/PKDD-2002 and
Discovery Challenge of ECML/PKDD-2003. Thus there are some former results that can
be interestina from the point of view of Discoverv Challenae 2004.
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1417 men have been examined during the entry examination. Values of 244 attributes

have been surveyed with each patient. Values of 64 attributes are either codes or
results of size measurements of different variables or results of transformations of the
rest of the attributes. Values of all these 64 attributes are stored in the data matrix Entry.
Aftributes can be divided into groups according to the Table 1.

Table 1: Groups of the attributes in the entry

examination

Groups of attributes

Number of
attributes

identification data

social characteristics

physical activity

smoking

drinking of alcohol

sugar, coffee, tea

personal anamnesis

questionnaire A,

physical examination

biochemical examination

risk faktors
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i Social characteristcs

Education

Marital status

Responsibility in a job
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Physical examinations
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Skinfold above musculus triceps [mm]

Skinfold above musculus subscapularis [mm] =~~~ ©— " " ©
...... additional attributes LI.—
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i Biochemical examinations

Cholesterol [mg%]

Triglycerides in mg%

Fo: @5; (120 (145: (170 (195: (220; (245 (400
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‘_L LISp-Miner, application examples

m Stulong data set

m 4ft-Miner (enhanced ASSOC procedure):
= @(Physical, Social) ~? @ (Biochemical)
m SD4ft-Miner:

= normal ® risk: @ (Physical, Social) ~* @ (Biochemical)
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B (Physical, Social) ~? B (Biochemical)

In the ENTRY data matrix,

are there some interesting relations between Boolean attributes describing
combination of results of Physical examination and Social characteristics
and results of Biochemical examination?

?

¢V ENTRY | v | —y
(p € B (Physical, Social) 0 a b
\J € @B (Biochemical) — @ C d

~’ evaluated using 4-fould table
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Applying GUHA procedure 4ft-Miner

B (Physical, Social) ~* B (Biochemical) ¢ € B (Physical, Social)
o~y v € B (Biochemical)

B (Physical, Social)
Entry data matrix B (Biochemical)

2
Generation and
verification of
?
o~y

All prime ¢ ~° y

=
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Defining @ (Social, Physical) (1)

B (Social)

B (Physical)

AMTECEDENT |

Social 0-2 :I
» Education [zubzet], 1 -1 B. poz
# Marital_Statuz [subset], 1 -1 E. pos
» Aezponzibility_Job [zubzet), 1 -1 B, posz

Fhyzizal 1-4
z Weight [int], 10 - 10 E. pos
» Height [int], 10 - 10 B, poz
# Subgzcapular [cut], 1- 4 B, poz
w [nceps [cut], 1 -3 B, poz

B (Social, Physical) = @B (Social) A B (Physical)

2
/\ o [B (Education), B (Marital Status), B (Responsibility_Job)]

4
/\l [B (Weight), B (Height), B (Subscapular), B (Triceps)]
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Defining @ (Social, Physical) (2)

ANTELEDENT | x|
Social I Abtribute; Education Coefficient type
» Education [subset], 1 -1 Spmun Literal type Gace ype | Subset |
+ Marntal_Status [zubszet], 1 -1 B, poz = Basa # Positive N
» Aesponzibility_Job [subzet], 1 -1 B, pos  Femaining " Negative Cosflisient length
Physzical 1-4  Bath Min. length: Max. length:
» Weight (int], 10 - 10 B, pos | 1
» Height [int], 10 - 10 E. pos
» Subzcapular [cut], 1 -4 B, poz
= [nceps [out], 1 -3 B. pos

Education:  basic school, apprentice school, secondary school, university

B (Education):  Subsets of length 1 - 1

Education (basic school), Education (apprentice school)

Education (secondary school), Education (university)
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Literals with coefficients Subset (1 — 3):

| Note: Attribute A with categories 1, 2, 3,4, 5

x|

A(1), A(2), A(3), A(4), A(5) m 2

nt length

A(1, 2), A(1, 3), A(1, 4), A(1, 5) < in length 7 Maxizngiy
A2, 3), A2, 4), A(2,5) NS

AG, 4), AG, 5)
A(4, 5) Categony
A(1, 2, 3), A1, 2, 4), A1, 2, 5) _
A(zl 3/ 4)! A(zl 3/ 5)
AG, 4, 5)

y

v
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Defining @ (Social, Physical) (3)

SHMTECEDENT

Social -2 :I

» Education [zubset), 1 -1 E. pos
= Marital_Status [subset], T -1 B. pos
» Fesponsibility_Job [subszet]. 1 -1 B, pos

Phyzical 1-4
= Weight [int], 10 - 10 E. po

» Height [int], 10 - 10 E. pos
» Subzcapular [cut], 1 -4 B, poz
w [nceps [cut], 1 -3 B. pos

Set of categories of Weight:

B (Weight):  Intervals of length 10 - 10:

52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63,...., 128, 129, 130, 131, 132, 133
52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63,...., 128, 129, 130, 131, 132, 133
52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63,...., 128, 129, 130, 131, 132, 133

52, 53, 54, 55, 56, ..., 123, 124, 125, 126, 127, 128, 129, 130, 131, 132, 133

Literal x|
Attribute: W eight Coefficient type
I:itg_r_?!"t__!,_l_pe Gace type I Iterval j
ﬁ EaS":‘ _ f_ P'Z'Siti"fe Coefficient length
Remaining ~ geiatwe Min. length: b &, length:
i [10 10
52,53, 54, 55, ........ , 130, 131, 132, 133

Jrrny

Weight(52 — 61), Weight(53 — 62), ...
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Defining @ (Social, Physical) (4)

ANTECEDENT | x|
S acial 0-2 « attnbute; Tricepz Coefficient type
» Education [zubsget]. 1 -1 B. pos Literal type Gace type | Cut =l
» Marital_Status [subset]. T -1 B. pos @ Basic @ Pasitive Coefficient length
» Fesponsibility_Job [zubset]. 1 -1 B, pos " Remairing ™ MNegative Mir., length Max, length:
Phyzical 1-4 |7r" Both “ 3
x wWheight [int], 10 - 10 B, poz
» Height [int], 10 - 10 E. pos
» Subzcapular [cut], 1 -4 B, poz
w [nceps [cut], 1 -3 B. pos
Set of categories of Triceps: (0;5), (5;10), (10;15), ..., (25;30) (30;35) (35;40)
B (Triceps): Cuts1 -3
Left cuts 1-3 i.e. Triceps(low)
(0:5), (5;10), (10:15), (15:20), (20:25), (25:30), (30:35), (35:40 ) .e. Triceps(1 - 5)
(0:5), (5:10), (10:15), (15:20), (20:25), (25:30), (30:35), (35:40 ) .e. Triceps(1 — 10)
(0:5), (5:10), (10:15), (15:20), (20:25), (25:30), (30:35), (35:40 ) .e. Triceps(1 - 15)

Tutorial @ COMPSTAT 2010 87



Defining @ (Social, Physical) (5)

ANTECEDENT | x|
S acial 0-2 « attnbute; Tricepz Coefficient type
» Education [zubsget]. 1 -1 B. pos Literal type Gace type | Cut =l
= Marital_Status [subset], T -1 B. pos (¥ Basic * Pasitive Coefficient length
» Fesponsibility_Job [zubset]. 1 -1 B, pos " Remairing ™ MNegative Mir., length Max, length:
Phyzical 1-4 |7r" Both “ 3
x wWheight [int], 10 - 10 B, poz
» Height [int], 10 - 10 E. pos
» Subzcapular [cut], 1 -4 B, poz
w [nceps [cut], 1 -3 B. pos
Set of categories of Triceps: (0;5), (5;10), (10;15), ..., (25;30) (30;35) (35;40)
B (Triceps): Cuts1 -3
Right cuts 1 -3 i.e. Triceps(high)
(0:5), (5:10, (10:15), (15;20), (20:25), (25:30), (30:35), (35:40 ) ie. Triceps(35 - 40)
(0:5), (5:10, (10:15), (15;20), (20:25), (25:30), (30:35), (35:40 ) ie. Triceps(30 - 40)
(0:5), (5:10, (10:15), (15;20), (20:25), (25:30), (30:35), (35:40 ) ie. Triceps(25 — 45)
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Defining @ (Social, Physical) (6)

ANTECEDENT |
Social 0-2 :I
» Education [zubzet], 1 -1 B. poz
» M arital_Status [subset], 1 -1 B. pos
» Aesponzibility_Job [zubzet),1 -1 B, posz
Fhyzical 1-4
= WWeight [int], 10 - 10 B. pos
= Height [int], 10 - 10 B. poz
» Subzcapular [cut], 1 -4 B. poz
w [nceps [cut], 1 -3 B, poz

Examples of ¢ € B (Social, Physical):

Education (basic school)

Education (university) A Marital_Status(single) A Weight (52 — 61)
Marital_Status(divorced ) A Weight (52 — 61) A Triceps (25 — 45)

Weight (52 — 61) A Height (52 — 61) A Subscapular(0 — 10) A Triceps (25 — 45)
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Note: Types of coefficients

e

Coefficient type
subset i

Une category
Interval
Cwolical intervals
Cut

Letft cut

Ficht cut

See examples above
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Defining @ (Biochemical)

SUCCEDEMT
Biochemical - : )
ial, Physical
. Cholesterol [cut], 1 - 10 B. bos Analogously to 3 (Social, Physical)
# 1 nglcendes [cut], 1 -15 B. pos

Examples of v e @ (Biochemical):

Cholesterol (110 — 120), Cholesterol (110 —130), ..., Cholesterol (110 — 210)
Cholesterol (> 380), Cholesterol (> 370), ..., Cholesterol (> 290)

Cholesterol (> 380) A Triglicerides (< 50), ...

Cholesterol (> 380) A Triglicerides (< 300), ...

saay
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Defining = in ¢ =° vy

~? corresponds to a condition concerning 4ft(o, v, M)

Quantifier x|
M GLluantifier

—
\lj \V E-quantifier j

(P a b Founded Implication =

Lower Critical Implication

Upper Critizal Implication

C d Bbove Average Implication
L (P Below Awerage Implication
Drouble Founded Implication
Drouble Lower Critical Implication
Double Upper Critical Implication

Founded Equivalence
Lower Critical Equivalence

ifi Upper Critical Equival |
17 types of 4ft-quantifiers > |Siple Deviation
Fisher quantifier .

ok Flmll = Cancel | Lrefault values |
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Two examples of =’

0) a b

—E—ZpAazB

Founded implication =5 a+b — C d

¢=,p W : at least 100p per cent of objects of M

esatisfying ¢ satisfy also \ ¢ and there are at least Base objects satisfying both ¢ and v

i2(1+p)/\ arc Ara>B
PB a+b a+b+c+d

Above average =%

[0 :>+p,B vy : the relative frequency of objects of M satisfying \y among the objects
satisfying ¢ is at least 100p per cent higher than the relative frequency of y in the whole

data matrix M and there are at least Base objects satisfying both ¢ and

Tutorial @ COMPSTAT 2010 93



Solving B(Social, Physical) = ¢ 5o B(Biochemical) (1)

Task |

— Bazic parameters
Mame: _CLT 1 Founded implication 0.9.50

Camment: Dema UNMCC
Group of tazks: Default tazk-group E it

Drata matris: Entryp
T ake awnership

Owrner Powerllser

AMTECEDEMT | QUAMTIEIERS | SUCCEDEMWT

Social o-2 ;I BASE count=50.000 :I Biochemical 1-2 &
» Education [subszet], 1 -1 B. pos FUI  p=0.900 » Cholesteral [cut], 1-10 B.poz~
» Marital_Status [subzet], 1 -1 B. poz » Tnglcendes [cut], 1-15 B, poz
» Responahbility_Job [subzet], 1 -1 B, poz
Phyzical 1-4 :>0 950
= wWheight [int], 10 - 10 B. poz -y i i
» Height [int], 10- 10 E. pos (b) (BIOChemlcaI)
» Subzcapular [cut], 1-4 B. poz
w Triceps [cut), 1 -3 B. poz

B (Social, Physical)
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Solving B(Social, Physical) = ¢ 5o B(Biochemical) (2)

£ LM _STULONG.mdb Metabase - LISp-Miner 4ftResult module
Datasource  Task description  Hypotheses  Help

PC with 1.66 GHz, 2 GB RAM ‘ B m‘ B
2 min. 40 SEC.  tommet Demothiit T

{* Show all hypotheses
Cormment, Demmo UNCC £ Show hypotheses justf
Group of tazks: Defaulk tazk-group

5 . 106 rules Verlfled D ata matriz: Entry

art: 200702007 1507:21

Humber of verifications: BO037F26
mber of hypotheses: 0

Tatal time:  Oh 2m 40z

0 true rules

Add group | [re] group

Actual group of hypotheses: R
Mumber of hypothezes in the group: [

Mumber of actually shown hypotheses: 0
Mr. Id Conf Hypothesiz

Problem: Confidence 0.9 in =4 5, too high

Solution: Use confidence 0.5
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Solving B(Social, Physical)(BiochemicaI) (1)

Task x|

— Basic parameters
Mame: _ CLT 14 Founded implication 0.5, 50

Cormment; Demao UMCC

aroup of tasks: Default tazk-group E di
Drata matris: Entny —

Owner: Powerllser Take cwnership

AMTECEDEMT | LAMTIEIERS | SUCCEDEMT
Social o-2 BASE count= H0.000 :I Biochemical 1-2|a
» Education [subzet), 1 -1 B. pos FUl  p=0.500 # Cholesterol [cut], 1 -10 B.pos ™
= Marital_Statuz [zubszet], 1 -1 B, pos = Inglcendes [cut], 1-15 B, pos
» Respongibility_Job [zubzet).1 -1 B, pos
FPhyzical 1-4 —
» Wieight [int], 10 - 10 B, pos 0.5,50 B(Biochemical
= Height [int], 10 - 10 E. pos ( )
w Subgcapular [cut), 1 -4 B. poz
w [nceps [cut], 1-3 B. poz
B(Social, Physical)
=1 =1
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Solving B(Social, Physical) B(Biochemical) (2)

74 LM _STULONG.mdb Metabase - LISp-Miner 4ftResult module
Datasource Taskdesaription Hypotheses Help .
|

olBeRE ¥

Task: __CLT 1A Founded mphcation 0.5, 50 ' Show 3l

Comment: Demo UNCC ' Show hypotheses just from grouy
Group of tasks: Default task-group

Data matrox: Entry

Task run
{Stut 20.10.2007 15:23:47 Total tene:  Oh 2m 53s

Number of verfications: 5003720 _ -
Numbet of hypotheses: 30 dddgow| Delgos| Edisos

Actual group of hypotheses: All hypothesis

Number of hypotheses in the group: 30 Number of actually shown hypotheses: 30
Ni.. Id Conf Hypothesis
123 0526 Subscapular(05>, (5,10>] <=+ Tngbcendesi<=[110,115>)
2 b 0525 Weight{69...78] & Height(177...186) =+ + Trighcendes{<=(115;120>)
3 10 0519 Weighl(71...80) & Height{176...185) & Subscapular(<= (15:205) & Triceps{<= (10:155) ==+ Trighcerides(<= (115:1205)
4 9 0.519 Weight{71...80) & Height(176...185) & Subscapular{<= (15;20>) *++ Trglicerides{<= (115:120)
5 18 0.515 Weight{73...82] & Height{177...186] & Subscapular{<= [15:20>] »++ Trighcerdes{<=[110;115>]

30 rules with confidence > 0.5

Problem: The strongest rule has confidence only 0.526, see detalil

Solution:

It means to use{ol50 instead O@

Search for rules expressing 70% higher relative frequency than average
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Solving B(Social, Physical) = 5 5o B(Biochemical) (3)

Detail of results - the strongest rule

Antecedent:  Subszcapular([0:5:, [510z)
Succedent:  Trglicendes(<=[110;1152]
Conditior, (Mo restriction)

TEXT DATA | GRAPHMAP | ARZNL

Hypothesis

Antecedent, Subscapulai(0:5, (5,10:)
Succedent:  Trigiceridesl<=(110:115:)
Conditior: (Mo restriction)

TEXT I DATa GRAPH/MAP ARZNL

** Hypothegig |D; 29

Antecedent Subscaplar [0:5:, (510
Succedent Triglicerides [¢=[110:115z)

Contingency table
Succedent MNOT Succedent

Betawersion of 3D graph!

Antecedent 51 46 97
MOT Antecedent 303 729 1032
354 775 1129
Walues from cantingency table:
a 1| 1| a-frequency from the contingency table
b 46 46 b-frequency fram the contingency table B 2
C 203 203 c-frequency fram the contingency table ° e =
d 729 729 d-requency fram the contingency table e @ :: ;E: sum :: :E: ml“ ﬂ 2' ﬂ ﬂ @ ralock Pl |
T 97 97 r-frequency [a+b) from the contingency table = e
n 1129 1129 refrequency [a+b+c+d] from the contingency table Cose || | v M| Eeer | e | dkdieslinpoitancs |
Conf 053 05257731959 Confidence [validity]: a/a+b]

Entry Triglicerides(<115) |— Triglicerides(<115)

Subscapular(0;10) 51

46

— Subscapular(0;10) 303

729

Subscapular(0;10) = s3 s; Triglicerides(<115)
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Solving B(Social, Physical)(BiochemicaI) (1)

Task x|

— Bazic parameters
Mame: _CLT 2 A4 -above average 0.7, 50

Comment; Demo UMCC

Group of tazks: Default tazk-group E di
Crata matrns: Entry -

Owrer; Powerll zer Tiake ownership

AMTECEDEMT | TIFIERS | SUCCEDEMT
Social 0-2 «f | BASE count= 50.000 ﬂ Biochemical 1-2
» Education [zubzet], 1 -1 B, poz Aal  p= 0700 # Choleszterol [cut), 1 - 10 B.poz ™
» Mantal_Statuz [zubszet]. 1 -1 B. poz — # [ nghcendes [cut], 1-15 B. pos
» Responszibility_Job [subset], 1-1 B, pos
Phyzical 1-4 —+ . .
» Weight [int], 10 - 10 E. pos 0.7,50 (B(Biochemical)
= Height [int], 10 -10 B, poz
» Subzcapular [cut), 1 -4 B. poz
w Tnceps [cut), 1 -3 B, poz

(B(Social, Physical)
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Solving B(Social, Physical) B(Biochemical) (2)

# LM _STULONG.mdb Metabase - LISp-Miner 4ftResult module

Datasource  Task description  Hypotheses  Help

RORD

Tazk: _CLT 2 Above average 0.7 % Show all hypatheses
Comment: Baze =20 p=1.2 delka intervalu v sukcedenty j2 1 . Show hypotheses just from group:
Group of tazks: Default tagk-goup
Data matri=: Entry
Tazk run
Start: 20102007 15:18:27 Tatal time:  Oh 2m 40=
Mumber of verifications: BO03726
Mumber of hypotheses: 14 Addgroup | Delgroup | Edit group

Actual group of hypothezes: Al hypothesis

Murnber of hypotheszes in the group: 14 Mumber of actually shown hypotheses: 14
M. Id AwgDf Hppothesis

G 0.827 Weight[BE...70) & Subscapular<= [1015:] & Triceps(<=[10;152] =++ Trglicendes(<=[30:95:]

3 0.816 Weight[BE... 78] & Subscapular<= [10;15] === Triglicendes(<= [30:95:]

10 0,784 Weight{63...77] & Subscapular(<= [1015: ] & Triceps(<=[10:15:] =++ Triglcendes{<=[30;35]

9 0773 Weight[63...77] & Subscapular(<= [10;15:] ==+ Triglcerides(<= [30;35:]

g 0,763 Weight{7...76] & Subscapular(<= [1015:] & Triceps(<=[10;15:] =++ Trglcendes{<=[30;35>]

0,763 weight{9...73] & Subscapular(<= [10,15:] & Triceps(<=[10;15:] =++ Trglcendes(<=[30;953]

2 0,757 wWeight{sh...74] & Subscapular(<= [10:15:]1 & Trceps((0:5: . [5:10:] ==+ Trglcendes(<= [100:105:)

7 0.753 Weight[E7...¥6] & Subscapular<= [10;15] === Triglicendes(<= [30:95:]

11 0.753 Weight[E3...73] & Subszcapular<= (1015 ] === Triglcendes(<= [30:95:]

13 0733 Subscapular<=[10:15:] & Triceps([0:5:, [5:10:] =+« Trglcendes(<=[80;85:]

0.737 weight(E1...70) & Triceps((0;5, [5:103] ==+ Trglicendes(<= [100:105:]

4 0712 WE|ght[EE 78] & Subscapular<=[10; 15>] b Tru:eps[[[l B, [5 'IEI>] e Tr|g||cer|d33[< [95:100:]
I K K

—_

L B i Y B g B R Y S )
—_
]

—_
—_
—_

Y
oF O [

14 rules with relative frequency of succedent > 0.7 than average, example — see detail
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Solving B(Social, Physical) B(Biochemical) (3)

Detail of results - the strongest rule

(p: Weight (65;75) A Subscapular(<15) A Triceps(<15)

\[J: Triglicerides (< 95)

confidence = 51 / 165 = 0.31 (not interesting!)

relative frequency of patients satisfying y in the whole data matrix:

relative frequency of patients satisfying \y among the patients satisfying ¢:

i.e. 82 % higher

o1 51+140

= (1+0.82)
51+114 51+114+140+824

Tutorial @ COMPSTAT 2010

Entry W -y
0 51 | 114 165
— @ | 140 | 824 | 964
191 | 938 | 1129
514140 ~
51+114+140+824
L 31
51+114

+
thus @ =" 8251 ¥
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i 4ft-Miner, summary

= mines for rules ¢ ~ v / ¥ and conditional rules ¢~y / ¢
m very fine tools to define set of relevant o, v, %

m elements of semantics ..... Right cuts 1 -3 i.e. Triceps(high
m measures of association ~ on 4ft(op, v, M) ={(a, b, ¢, d)
m works very fast

m does not use Apriori, uses bit string approach
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‘L LISp-Miner, application examples

m Stulong data set

m 4ft-Miner (enhanced ASSOC procedure):
= @(Physical, Social) ~? @ (Biochemical)
m SDA4ft-Miner:

= normal ® risk: @ (Physical, Social) ~* @ (Biochemical)
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SD4ft-Miner Motivation

Normal Pathological

naermal ik patholegical

Is there any difference between normal and risk patients what concerns

B (Social, Physical) ~?* B (Biochemical)?

normal ® risk: @B (Social, Physical) ~? B (Biochemical)

Tutorial @ COMPSTAT 2010 104



Normal ® Risk: 3 (Social, Physical) ~? B (Biochemical) (1)

Is there any difference between normal and risk what concerns ¢ =, gy ?

normal VYo Yy risk v | =y :
¢ a, bl ¢ dy bz { Risk
Normal | Pathological
= C; | dy —¢ C, | d, e

Example of difference: |confidence,, — confidence,, | > 0.3

a
Condition of interestingness: | 4% |>20.3A382>230 Aa,>230
a, +b, a,+b,
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Normal ® Risk: B (Social, Physical)

—BASIC PARAMETERS

~° B (Biochemical) (2)

X

Mame: _CLT 3 SD4ft demo
Caomment; -

Group of tasks: Default task-group
Data matn=: Entry

Dwiner: Powerllser

Edit

Take cwnership

AMTECEDEMT | QUAMTIEIERS |
Social 0- 25 Type Rel. Walue Units -
# Education]*] B, pos BEASE FirstSet v= 3000 Abs :I » Cholesterol]*] B, pos
e MaritaI_S_te_nt.us[“] B. pos BACE CecondSet w= 000 Abs w 1 nghcendes(*] B. pos
» Responsibiliy_Job(")  B.pos ) Diffvalabs »= 0,30 Abs.
Phyzical 1-4 . .
» Wesh 5. pos I ®(Biochemical)
» Heght]” . pos 2
" SUhSCEIDLIIEIT[x] B pos | +b1 — 2 +b | > 03 VAN a12 03 VAN a22 03
= Triceps(*) B.pos g R

@(SOCIaI’ PhySICaI) =l Toral length:  1-2

(1) FIRST SET | (2) SECOND SET | CONDITION |
First zet 1-1 a| |Second set 1-1 . Candition 0-0
» Group of patientz[ normal] B, pos _I » Group of patientz| rigk) B, poz _I _I

normal _ risk
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Normal ® Risk: B (Social, Physical) ~? B (Biochemical) (3)

§% LM _STULONG.mdb Metabase - LISp-Miner SD4ft-Result module
Datasource  Task description  Hypotheses  Help

..... 2 . =
: ‘ m—-ﬂ 7 W

Tazk: _CLT 3 SD4f demo % Show all hypothezes

Comment: - £ Show hypotheses just from groum

Group of tazks: Default task-group
Drata matris: E by
Tazk run
Start: 22102007 19:25:41  Total time: Ok 10m 15s
Mumber of verifications: 18383250
Humber of hypotheses: 32

Add group el graup | Edit group

Actual group of hepotheses: Al hppothesiz
Murnber of hypotheses in the group; 32 MHumber of actually shown hypotheses: 32 Delet
Mr. |d Df-Conf 1:Conf 2Conf Hypothesis —

1 27 0343 0661 0212 Mantal_Statuz{married] & Weight[76.. 85] & Height[172.. 1811 & Triceps(<= [10;15:] =++ Chalesterol[<= <200:210]]) : Group of patientz{normal] = Group of patientz(n
2 20 0337 0566 0.229 Martal_Status[married) & Weight[74...83] & Height[167...178) & Triceps(<= [10;15:] ==+ Cholesteral[<= <200:210]] : Group of patientz{normal] > Group of patients(r
3 29 0336 0571 0.236 Mantal_Statuz{married] & Weight[77.. B6] & Height[172.. 1811 & Triceps(<= [10:15:] +++ Chalesterol[<= <200:210]]) : Graup of patientz{narmal] = Group of patientz(n

19 000 000 patterns verified in 10 minutes
32 patterns found

The strongest one — see detail
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normal ® risk: @ (Social, Physical) ~? B (Biochemical) (4)
Detail of results - the strongest rule

Entry / normal W =\

confidence, ;s = 0.56
0 32 25
—Q 90 129 ﬁﬂ
Entry / risk W —\ confidence,, = 0.21
0 32 119 @ﬁ]
—0 188 | 520

(p: Marital_Status(married) A Weight (75,85> /\ Height (172,181) N Triceps(<15)

\J: Cholesterol (< 210)
confidence,,,, — confidence,y = 0.35
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SD4ft-Miner, Summary

Mines for patterns a @ B: o~y / g
Are there any differences between sets o and 3 what concerns
relation of some ¢ and w when condition ¢y is satisfied?
Based on same principles as 4ft-Miner

a definitions of o, B, o, v, %

O measures of association on {a, b, ¢ d
Powerful tool, requires careful applications

Necessity to use domain knowledge
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Outline

GUHA — main features

Association rule — couple of Boolean attributes
GUHA procedure ASSOC

LISp-Miner

Related research

= Domain knowledge
= SEWEBAR project
= Observational calculi
= EverMiner project
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LISp-Miner Knowledge Base (1)

Storing and maintaining groups of attributes:

Tree of meta-attributes EI
Meta-attribute

- [ Difficulties
...... [ Palpitation
------ [ Swelings

= [ EKG
------ [ PO Interval
------ [1 ORS Interval
...... [ Ruytmus

=[] Laboratory
------ [1 Cholesterol
...... [ Triglycerides

= [ Personal characteristics
...... D Age
...... [ Department
...... D Sex

= [ Social characteristics
------ [ Education
------ [ Lives alone
------ [ Manital status

------ [71 Responzibility in & job

Detail | bod | Del | cone | Oupu |
Close | S how list | Tutorial @ COMPSTAT 2010 111




LISp-Miner Knowledge Base (2)

Mutual influence of attributes

Mutual influence of meta-attributes

Meta-attribute grid

Age Beer Bl Cigarts. éEducation? Hyperns Qhesity Sex Wine
Age - T ® M e — o~
| P L N D S SR 4 "
1 | = | . If Age increases then
R L is BMI increases too

T T .
If Education increases then Beer
consumption decreases

- @ e M F

Cigarettes / day ?

Education | T ,L |
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SEWEBAR project

SEWEBAR (SEmantic WEB and Analytical Reports)

HTML

Human readable

bt

Machine readable
XML

AN \
Background
knowledge

b

Data mining

i

Domain expert

Local
analytical
report
N

Tutorial @ COMPSTAT 2010

http://sewebar.vse.cz/

Key Concepts

b LISp-Miner Data Mining System
b Ferda Data Mining System

b Association Rules

b GUHA method
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EverMiner project

EverMiner
SuperVisor
= <~..______‘__

Knowledge Data

ind q pr@cedure New knowledge repository
e !H ) i 8] E nauce { N Wa ti |
r sitor < KﬂUW'EdEE I S questions

EverMiner . .
- Analytical questions
[Guestion > | EverMiner Knowledge

Output

]
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Observational calculi

Logical calculi with formulas — patterns mined from data
Study of logical properties of such calculi
Logic of association rules ¢ ~ vy

Deduction rules between association rules

. P2V s correct iff ... ; Ala) —09.50 B(5) is correct
=y Alx) =405 B(B)VC(y)

Various applications
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LISp-Miner - authors

3 People - Wanadoo

Jgoubor Upravy Zobrazit Oblbend Nistroje Mépovida

http://lispminer.vse.cz/people.html

Jo V@Zpét M B @ (b‘@|ﬂ(0bh‘bem

JAgresa I@ http:/lispminer vse.cz/people. html

LISp-Miner

procedures

KDD Demonstration | HEWRESERSEN i

People

Contact person: Jan Rauch <rauch@vse.cz>

The LISp-Miner system is a free and open academic system for support of KDD research and
teaching. The development of the system is supervised by Jan Rauch <rauch@vse.cz> — scientific
features and Milan Siminek =simunek@vse.cz> — implementation features. The home page of the
LISp-Miner system is managed by Martin Kejkula <kejkula@vse.cz>. \Web master: Zdenék Cerny
=cernyz@vse.cz>

Development of the LISp-Miner system started in 1996 when the first version of the procedure 4ft-
Miner was implemented. The project was done by Jan Rauch and the procedure was |mp|emented
by Milan Simiinek. A new conception of the 4ft-Miner was created by J. Rauch and M. Simiinek in

1999 and subsystem Elementary was implemented by M. Sim(inek. For more details see history of
4ft-Miner.

Petr Berka prepared the project of the machine learning procedure KEX and this project was
implemented by M. Simfinek. Toals for dealing with strings of bits developed for 4ft-Miner were used
in implementation of KEX.

The set of software tools and rules for further development of LISp-Miner system was prepared by
M. Simlinek [Si 03]. These tools were used in implementation of new data mining procedures KL-
Miner, CF-Miner, SDKL-Miner, SD4ft-Miner and SDCF-Miner invented by J. Rauch. Also several
additional modules to 4ft-Miner and KL-Miner were implemented.

1Lat nf mannla banle med in bhn |16 Minne Aasrnlannannt bnmntbhar aith | Dagabk o aed M Sinalinnle 180

%8 ‘ Diskuse ~ | ) [F 1 %3 | Piinlsit se k oobaru... | | 42 Na serveru hitp://lispminer vse.c2/ nejsou diskuse k dispozici.

®) |«

] Hotovo

Tutorial @ COMPSTAT 2010 ®===

116


http://lispminer.vse.cz/people.html

Further readings

Rauch J., Sim@inek M. (20053 An Alternative Approach to Mining Association
Rules.In: Lin TY et al. (eds) Data Mining: Foundations, Methods, and
Applications, Springer-Verlag, pp. 219—238

Sim&nek M. (2003) Academic KDD Project LISp-Miner. In Abraham A. et all
(eds) Advances in Soft Computing - Intelligent Systems Design and
Applications, Springer, Berlin Heidelberg New York

Rauch J.: (2005) Logic of Association Rules. Applied Intelligence 22, 9—28.

Rauch J., Simlinek M.(2009) Dealing with Background Knowledge in the
SEWEBAR Project. In: Berendt B. et al.: Knowledge Discovery Enhanced with
Semantic and Social Information}. Berlin, Springer-Verlag, 2009, pp. 89 — 106

Kliegr T., Ralbovsky M., Sv\'atek V., Sim@nek M., Jirkovsky V., Nemrava J.,
Zemanek, J.(2009) Semantic Analytical Reports: A Framework for Post-
processing data Mining Results. In: Foundations of Intelligent Systems. Berlin,
Springer Verlag, 2009, pp. 88 — 98.
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