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UBJECTIVES

@ Development of a new methodology which
allows the comparison of ROC curves that
cross each other;

@ ldentification of the regions of the ROC
space in which the tests have better
performance;

® Construction of nonparametric confidence
Intervals for measures proposed.
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This work has been motivated by the difficulty of comparing ROC curves that cross each other; as well as the need of identification of the regions of the ROC space in which the tests have better performance.
For comparison purposes, the developed methodology was applied to some hypothetical examples from Zhang et al.
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It is well-known that when the ROC curves do not cross each other, the curve closer to the upper left corner presents a better performance.
This performance corresponds to a greater value of the area under the curve (AUC).
The positive diagonal of this figure represents the inexistence of discriminative power of the test that corresponds to a random process.
This Z statistic was developed to compare two diagnostic systems when the curves do not cross each other. The value of r is the correlation coefficient between areas. Thus, when we compare independent samples the value of r is zero.
In order to compare correlated samples, the value of r can be computed by the methodology proposed by Hanley and McNeil that has some limitations, or by the methodology of DeLong and DeLong.


Me T HODOLOGY

Sampling the ROC curves
o Sampling lines starting from a reference point

e Intersection points of the sampling lines with the ROC
curves

e Euclidean distance from the intersection points.to the
reference point

Measures

e Extension - proportion of the space where a curve is
better than other

e Location - regions of the space where a curve Is better | ,
than other ‘
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The idea for the proposed methodology was emerged from one often used to compare solutions in multiobjective problems developed by Deb (Deb K. Multi-Objective Optimization using Evolutionary Algorithms. Chichester: John Wiley and Sons; 2001. Fonseca et al) . So, the proposed methodology for the comparison of two ROC curves consists on three main phases:
Sampling the ROC curves - In this phase, a set of sampling lines starting from a reference point is used to sample the ROC space. The intersection points of those lines with the ROC curves are computed as well as their Euclidean distances to the reference point (1,0).
2. The outcome of the sampling process are two measures: the extension measure that gives the proportion of the space where a curve is better than other and the location measure that gives the regions where that occurs.



METHODOLOGY (CONT,)

Nonparametric statistical evaluation

e Statistical Evaluation of the Difference
between Areas - Permutation test

e Confidence. Interval for the Difference of
the areas - bootstrap resampling
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Nonparametric statistical evaluation
Here we must consider 2 phases:
Statistical Evaluation of the Difference between Areas - Permutation test
Confidence Interval for the Difference of the areas - bootstrap resampling
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This figure intends to illustrate the application of this methodology to the comparison of two ROC curves for 3 sampling lines.
In this figure it is illustrated the sampling process considering 3 sampling lines. The sampling lines start from the reference point (1,0) sampling uniformly all ROC space. 
The line L1, intersects Curve1 at a point closer to the reference point than the intersection point with Curve2. Thus, in this case, Curve2 is better than Curve1 in this particular region of the space. The opposite occurs with the sampling lines L2 and L3. 
Since, in two of the three sampling lines, Curve1 is superior to Curve2, then this curve has better performance for 66.7% of the space and,  conversely, Curve2 is better for 33.3% of the space. 


LOCATION MEASURE
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Let us now see the graphical representation of the difference between areas as function of the slopes of 250 sampling lines for the Curve1 and Curve2.
A greater number of sampling lines increase the precision of extension measure. Previous studies of the nº of sampling lines to use shows that the 250 (two hundred and fifty) lines corresponds to the optimal.
It should be pointed out that, in this representation, the points of the graph closer to the left side correspond to operating points of higher sensitivity and lower specificity while, conversely, points closer to the right side correspond to lower sensitivity and higher specificity.
The positive points of the graph correspond to the regions where the Curve1 is better than the Curve2 (86.4% of the space).
The opposite occurs when the points are negative (13.6% of the space).
Thus, the location of the regions of the ROC space, where a curve is superior, can be express by intervals of values of the slopes of the sampling lines where this occurs.


NONPARAME TRIC STATISTICAL TEST

Based on the notion of permutation
tests, the difference of the areas
between the two empirical ROC curves
are permuted;

Bootstrapped confidence intervals are
calculated,;

All computations performed using R
package.
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Based on the notion of permutation tests, the variable to permute corresponds to the variation of the difference of the areas between ROC curves along the space.
In these tests, which are free of distributional conditions, the value of the observed test statistic for the data is compared with all the values obtained for the statistic, when the data are exchanged.
A permutation test was defined to test if there exist significant differences in the areas between the curves, in global way
In order to assess the difference between the two curves along the entire ROC space, a bootstrapped confidence interval is calculated.

We have used  the R package to perform all computations


SIMULATION STUDIES

Conditions:

Generate distributions of abnormal ( f,(X) ) and

normal (f (x) ) for two modalities;

Greater values of variable X correspond to the

abnormal status;
X,\| = N(50,25), XA ~ N(60,25) and n,=ny: |

Sampling lines: K =100 .
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There are perform simulation studies under the follow conditions:
 There are generate distributions of abnormal (        ) and normal (         ) for two modalities;
Greater values of variable  x  correspond to the abnormal status;
                               ,                            and                 ;
 Sampling lines:  k = 100.
The process was generate 200 times for each value of n.               .  



=

SE1 JAUC2 | SE2 | AUC1-AUC2
25 Mean 0.918 0.0384 0.925 0.0358 -0.00626
Median 0.922 0.039 0.926 0.0363 -0.008
minimum  0.813 0.0073 0.826 0.0023 -0.1248
‘maximum | 0.992 0.0657 0.998 0.0595 0.1664

50 Mean 0.924 0.0256 0.920 0.026 0.0039
Median 0.924 0.0259 0.921 0.0266 0.004

minimum  0.816 0.0087 0.806 0.013 -0.123
maximum | 0.985 0.0428 0.971 0.0433 0.1236

100 Mean 0.922 0.0185 0.922 0.018 -0.0004
Median 0.923 0.0185 0.923 0.0181 0.0001

minimum  0.867 0.0113 0.855 0.010 -0.083
maximum | 0.967 0.0253 0.965 0.0265 0.0649

10



Presenter
Presentation Notes
In this table are some summary statistics for the repeated process of simulation distributions of diseased and non diseased cases. In almost cases the difference between areas under ROC curve are negligible.



=

SIMULATION (RESULTS)

Rejection No Rejection
Rejection 50 7 1
100 12 1
25 m 189
No ( )
Rejection >0 L 191
100 \d 183
J Cross) O 1 2 3 4 ) >5
n=25 31 61 60 29 18 1
Freq. | n=50 12 48 41 36 25 38
n=100 10 31 30 41 32 56
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In this table, are the results obtained in terms of statistical decision, by the two procedures. As we can see, when there are a negligible difference between AUC the non parametric test can detect the global difference when the alternative parametric doesn´t.
The results from Z test of Hanley and McNeil were compared with the results based on the bootstrap of the AUC. For the data sets considered the agreement between the two tests, ranged from 97.5% to 99.0% , as can be seen in Table. The disagreement observed between the two tests resulted from p-values within the range between 0.05 and 0.08. Thus, it can be seen that there is a global agreement between the two statistical tests. 


=

EMPIRICAL ROC CURVES
(SIMULATION EXAMPLE )
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Consider this simulation example to illustrate the global comparison and the identification of partial areas of interest through the bootstraped confidence intervals


BOOTSTRAP Cl FOR DIFFERENCES

Areas Between ROC Curves
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This figure illustrate the confidence intervals for the differences between areas along the ROC space. 

For nA= nN= 25, the 189 cases where there was agreement with respect to the non rejection of the difference between the two AUCs, in 161 cases, the proposed methodology identified regions of the ROC space where one curve is superior to the other, as can be seen in Figure, for a particular example.


AYPOTHETICAL EXAMPLE (ZHANG)
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Let us consider these two hypothetical ROC curves that cross each other in a single point, referred at Zhang et al
Some authors, like Zhang, Pepe, McClish DK. and others, developed methodologies to compare ROC curves using partial areas of the curve fixing FPF of interest.
They considering a particular value of FPF the total area was divided in two partial areas under the two modalities.



AYPOTHETICAL EXAMPLE (ZHANG)
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For hypothetical example from Zhang using this methodology we obtained the results illustrated in the figure
Applying our methodology to compare the two modalities, it is clear that modality 1 is superior in 25.8% of the space while modality 2 is better in 38.6% (they have identical performance in the remaining 35.6% of the space). On the other hand, modality 1 is superior in the region ]25.8, 48.8 ] and modality 2 in the region ]48.8 , 82.8 ]. 
Globally, a non significant is obtained, indicating that do not exist significant differences between the two modalities. The lack of differences in global terms is due to the symmetry of two regions defined by Pint that was clear illustrated in this figure.


CONCLUSIONS

®The proposed methodology allows
partial and global comparisons of two
ROC curves without a fixing FPF;

@Graphical representation that elucidates
the dominance regions in terms of
sensitivity and specificity;

@Nonparametric alternative based on
bootstrap resampling for the comparison
of two ROC curves when they cross
each other.
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As final conclusion, the main contributions of this proposal are:
 the use of no dominance relation to compare two curves that cross each other;
 a graphical representation that elucidates the dominance regions in terms of sensitivity and specificity;
 nonparametric alternative based on bootstrap resampling for the comparison of two ROC curves when they cross each other.


FUTURE WORK

@ To study the randomness of the crossing
points between ROC curves,;

@To extend the methodology to the
comparison of more than two ROC
curves.
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Finally, in the future, it is intended:
To study the randomness of the crossing points between ROC curves;
 To extend the methodology to the comparison of more than two ROC curves.
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