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Abstract This paper presents a overview about the symbolic regression models to
interval-valued data. The major symbolic regression methods proposed in literature
visualized the problem like a optimization point of view. Lima Neto et. al. (2009)
proposed a new symbolic regression model for interval variables, called bivariate
generalized linear model (BGLM), which are based on bivariate exponential family
of distributions [5], making possible the use of statistical inference techniques and
goodness-of-fit measures over symbolic regression models.
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1 Introduction

In regression analysis of quantitative data, the items are usually represented as a vector
of quantitative measurements [7]. However, due to recent advances in information tech-
nologies, it is now common to record interval-valued data. In the Symbolic Data Analysis
(SDA) framework [1, 3, 4], interval-valued data appear when the observed values of the
variables are intervals from the set of real numbers <. Moreover, interval-valued data arise
in practical situations such as recording monthly interval temperatures in meteorological
stations, daily interval stock prices, among others. Another source of interval data is the
aggregation of huge data-bases into a reduced number of groups, the properties of which
are described by symbolic interval variables.

Billard and Diday [2] presented the first approach to fit a linear regression model to
a symbolic interval-valued data set. Their approach consists of fitting a linear regression
model to the midpoint of the interval values assumed by the variables in the learning
set and then applies this model to the lower and upper limits of the interval values
of the explanatory variables to predict, respectively, the lower and upper limits of the
interval values of the dependent variable. Lima Neto and De Carvalho [8] improved the
former approach presenting a new method based on two linear regression models, the first
regression model over the midpoints of the intervals and the second one over the ranges,
which reconstruct the bounds of the interval-values of the dependent variable in a more
efficient way.

Despite recent contributions to symbolic regression models, current approaches view
the problem from an optimization point of view and do not consider the probabilistic
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aspects related to regression models. This make it impossible to use inference techniques
over the parameters estimates, such as hypothesis tests or confidence intervals.

Generalized linear models represent a major synthesis of regression models by allowing
a wide range of types of response data and explanatory variables to be handled in a single
unifying framework. These models are based on the exponential family of distributions
and represent a very important regression tool due to their flexibility and applicability in
practical situations [6]. Iwasaki and Tsubaki [5] introduced a class of bivariate generalized
linear models (BGLMs) based on the bivariate exponential family of distributions with
an application to meteorological data analysis.

Lima Neto et. al. (2009) considered the BGLM as an important tool for solving prob-
lems related to SDA and presented a model based on bivariate Gaussian distribution.
They also presented an alternative way to estimate the dispersion parameter φ and the
coefficient of correlation ρ. The latter is based on the log-likelihood profile method. Ad-
ditionally, the goodness-of-fit measures, which are not addressed by Iwasaki and Tsubaki,
were considered by them. Application to a real interval data sets demonstrated that the
BGLM method presented a better fit when compared with the non-probabilistic symbolic
regression methods proposed by [2] and [8]. However, the authors recommend a simulated
study in future works for a more consistent conclusion about the BGLM method.
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