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Introduction

» A great amount of valuable information is
stored in digital repositories

» Legible by humans but hardly manipulated by
computer machines.




Introduction

» Important automatically extract information
on these repositories in order to support
specific uses

» Information Extraction (IE) systems are able to
extract specific information of interest




Information Extraction

» The main objective of an IE system is to
recognize pieces of information from texts
which correspond to data fields required by

the users.

» IE systems building depends on the kind of
the texts being tackled




Information Extraction

» Document Types:

> Free texts:
- Unrestricted Natural language
- Any formatation or regular pattern
- Natural Language Processing techniques

o Structured texts:
- Suitable for machine computers
- Rigid Format
- Uniform rules




Information Extraction

» Document Types:

o Semi-structured texts:
- Some structure
- Missing fields
- Replaced order of fields
- Lack of delimiters between fields
- Abbreviate words

- Machine Learning (ML) or Natural Language
Processing techniques




Information Extraction on Official
Journal

» The current work presents an IE system that
extracts publications available in official
journals

» Machine Learning Approach




SOLNYS SO0 VOSSHd OOHY O - A0 <7 L |
TYSUNDEY VINHNL Bt T I0pes[nf ovsig)
OIDNTISTED YZOTUVE VIDH0aD © opedoapy
VIS ST TN Ty 2 OpIIoasy]

OHNISNOHD HLAVAA OANIDNT & opesoapy
OOMINONITY ¥IIVIN VTIONY SO - 2uaaioaay]
SOOT/FLOGO - ossa00ld

THALD TVIDAdSH OV ZINL 09 & wadig
LOOTACRECD ON ORINIR

..11..-.1.... —-
SSAI0] apuqns . ma_”_r_rawﬂ
OESSaS ELE00
ML — TWSHNDEE VINANL &

SIVIOHdST SOOYZIN SO TV SHNO0FY OIDd 100 o1

Jooqajop] —= | SIVSH1OHE SOIDHTOO0

NOLLY 21 d

leudnof
|e1214JO UO uoll1deJdix3y uolljew.ojul



Information Extraction on Official
Journal

» Difficulties to extract information from
official journals:

> Fields may present very similar patterns

- “Edital de Intimacao” can be a process or a subtitle
- Absent fields

- Presence of abbreviated patterns
- Process, Proc., Proc

> Ortographic errors




Information Extraction on Official
Journal

» Generic architecture of the IE system:

Text Document
(ex.: Official Diary,
<

Fragmentation
l l o

Line 1 Line2 ..  Linen

A A 4 y

Feature Extraction
| | | |

121900 @ 0321 . 1410
v | v v
Fragment Classification 1
Training
I

Title Sub-Title ... Process




Information Extraction on Official
Journal

» Fragmentation:
> Divide the text in little pieces

- Text delimiters: marks, white spaces, end-of-line,
characters, paragraph characters, among others.

» End-of-Line




Information Extraction on Official
Journal

- Feature Extraction:
— Vocabulary: 180 words defined by a domain expert

— Regular Expression. patterns presented in text that
can be represented as regular expressions (280
regular expressions).

— General: 15 features based on the Bouckaert’s work
(Eg. Starts with uppercase, contains numbers or
enumerations)



Fragment Classification

. Possible classes (10 classes).

— [process,process, ititle, title, isubtitle, subtitle,
notebook, city, nil and blank

. Sliding Window (SW) approach with
overlapping

. Three classifiers:
— PART
— Naive Bayes
— Support Vector Machine




Experiments Description

» Official Journal published by the State of
Pernambuco, Brazil

» Pages published from 8 to 14 February, 2008.
22,770 Lines.

» IE system was evaluated for 21 different
scenarios (i.e., different combinations of
feature sets versus classifiers).




Experiments Description

» (1) General (15 features)

» (2) Vocabulary (180 features)

» (3) Regular Expression (RE) (280 features)
» (4) General + Vocabulary (195 features)

» (5) General + RE (295 features)

» (6) Vocabulary + RE (460 features)

» (7)General + Vocabulary + RE (475
attributes).




Results

Precision Without SW

1001
80- @ General
60- @ Vocabulary
40 BRE
20- B General+Vocabulary

0 B General+RE

PART Bayes SWM @ Vocabulary+RE
Classifier 0 General+Vocabulary+RE




Results

Precision With SW
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Results
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Results

Table 2. Average precision for each classifier

PART 87.25 88.97
Bayes 84.14 87.02
SVM 85.03 87.08

Table 3. Average precision for each feature set.

General 94 .47 95.50
Vocabulary 73.98 77.07
RE 72.11 75.85
General+Vocabulary 94.53 94.27
General+RE 94.77 95.58
Vocabulary +RE 73.98 78.30

General+Vocabulary + RE94.49

e —
=

95.85



Conclusion

» The |IE system developed reveal to be
adequate for our purpose

» The feature set influences the System
perfomance

» Sequential information improves the
classification precision




Future Work

» Automatic feature selection to construct the
feature sets.

» Evaluate sequential learning algorithms, such
Hidden Markov Models and Conditional
Random Fields.
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