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1 Introduction

In this work, we are concerned with Information Extraction (EI) which comprises tech-
niques and algorithms performing two important tasks: identifying the desired, relevant
information from semi-structured or non-structured documents and storing it in appro-
priate formats for future use. Our focus is adaptive IE systems that can be customized for
new domains through training using annotated corpora as input. Particularly, we look into
automatic wrapper induction and Natural Language Processing (NLP) techniques for ex-
traction that rest on the exploitation of structural and grammatical regularities present in
documents. Wrappers are procedures to extract data from information resources. Wrap-
per induction is a technique that uses machine learning algorithms for automatically con-
struct wrappers from a previously annotated corpus [4]. The wrappers we developed are
based on the Boosted Wrapper Induction (BWI) algorithm [1] and integrate IE system
TIES (Trainable Information Extraction System)[6], developed at ITC-irst. BWI uses
the AdaBoost algorithm that works by continually reweighting the training examples, and
using a base learner (called weak learner) to learn a new classifier repeatedly, stopping
after a fixed number os iterations. The classifiers learned are then combined by weighted
voting [5]. TIES incorporates the BWI algorithm and automatically induces wrappers
from a set of documents annotated with XML tags that identify instances of entities to
be extracted. Kauchak [3] has investigated how boosting contributes to the success of
the BWI algorithm and studied its performance in the challenging direction of using it
as an IE method for unstructured natural language documents. This fact motivated us
to extend TIES current version to include Parts-of-Speech (POS) tagging in its prepro-
cessing phase using a POS tagger. Moreover, we have included a module for cleaning up
ill-formed tags and attributes of Web pages to produce well-formed XHTML documents
which are submitted for tokenisation in TIES architecture.

2 Experiments and Results

The following tables show the first results obtained using the newly extended TIES system
on standard tasks for adaptive IE: the CMU Seminars and Austin Jobs announcements
and Call for Papers (Pascal Challenge) [2]. We measured the performance in terms of
the classical measures in [E domain: precision, recall, and F-measure. We also conducted
experiments using various combinations of features in order to systemantically examine
their effects on the perfomance of the learning algorithm based on supervised classification.
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Table 1: Results without POS Information

Corpus | Precision | Recall | F1-Measure
Seminars 0.974 0.953 0.963
Jobs 0.945 0.778 0.853
CFP 0.891 0.571 0.696

Table 2: Results with POS Information

Corpus | Precision | Recall | F1-Measure
Seminars 0.971 0.964 0.967
Jobs 0.939 0.780 0.853
CFP 0.896 0.591 0.712

3 Conclusion and Future Work

The results we obtained allow us to conclude that the newly extended TIES system,
an adaptive IE system based on supervised wrapper induction is comparable with other
state-of-the-art IE systems on traditional IE tasks.

Future work includes the improvement of TIES architecture by including new super-
vised machine learning algorithms, such as Support Vector Machines and C4.5 as learning
components for new IE wrappers. Another main issue that is left for future work is related
to the tokenizer and feature extraction modules in which we intend to perform the follow-
ing NLP subtasks, i.e, Named Entity Recognition and Chunking Analysys (for English)
and POS tagging for Portuguese and French languages.
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