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Abstract This paper introduces a symmetrical linear regression model as an ap-
proach to fit a linear regression for Interval Valued Data.

Keywords: Symmetrical models, symbolic data.

1 Introduction

Symbolic Data Analysis (SDA) could be broadly defined as an extension of standard
data analysis to symbolic data. In terms of Regression Analysis, recent works have been
proposed to fit the classic linear regression model (CLRM) to symbolic Interval Valued
Data (IVD) [1][2]. Those approaches do not consider any probabilistic hypothesis on the
response variable and use least squares method to perform parameter estimates whose
results are strongly influenced by the presence outliers.

This work introduces a new prediction method for IVD based on the symmetrical linear
regression (SLR) analysis. Its main feature is that the response model is less susceptible
to the presence of IVD outliers. The model considers the Student-t distribution as an
assumption for the errors in the centre of the symbolic interval variables.

2 Symmetrical linear regression

The SLR model is defined as Yi = µi+εi, i = 1, . . . , n, where µi = xt
iβ, β = (β0, . . . , βp)

T

is an unknown parameters vector, εi ∼ S(0, φ, g) and xi is the vector of explanatory
variables. This class of models includes all symmetric continuous distributions, such as
normal, Student-t, logistic, among others. The maximum likelihood estimates of β and φ

cannot be obtained separately and closed-form expressions for this estimates do not exist.
Scoring Fisher method can be applied to get φ̂ where the process for β̂ can be interpreted
as a weighted least square. The iterative process for β̂ and φ̂ takes the form β(m+1) =
{XD(v(m))X}−1XtD(v(m))y and φ(m+1) = 1

n
{y − Xβ}TD(v){y − Xβ}(m = 0, 1, 2, . . .)

with D(v) = diag{v1, . . . , vn}, y = (y1, . . . , yn)
t, X = (xt

1, . . . ,x
t
n)

t and vi = −2Wg(ui),

Wg(u) = g′(u)
g(u)

, g′(u) = dg(u)
du

and ui = (yi − µi)
2/φ.

For the Student-t distribution with ν degrees of freedoms, g(u) = c(1+u/ν)−(ν+1)/2, ν >
0 and u > 0 so that Wg(ui) = −(ν + 1)/2(ν + ui) and vi = (ν + 1)/(ν + ui), ∀i. In this

case the current weight v
(r)
i is inversely proportional to the distance between the observed

value yi and its current predicted value xt
iβ

(r), so that outlying observations tend to have
small weights in the estimation process [3].
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3 Experiments

To show the usefulness of SLRM, a small subset of the simulated IVD are clustered and
changed into outliers by moving the centre of each observation 1. In order to analyze the
proposed method we performed Monte Carlo simulations with 100 iterations considering
each data set and their simulated outliers.

(a) Data set 1. (b) Data set 2.

Figure 1: Interval-valued data sets containing outlier rectangles.

The performance assessment of the SLR model presented is based on the pooled root

mean-square error (PRMSE) applied for a learning IVD set (n=250) and test IVD set

(n=125). PRMSE1 =

√

∑

250

i=1
ω(i)[(lY (i)−l̂Y (i))2+(uY (i)−ûY (i))2 ]

250
, where ω(i) is the weight of the

residual obtained from SLRM and PRMSE2 =

√

∑

125

i=1
[(lY (i)−l̂Y (i))2+(uY (i)−ûY (i))2 ]

125

Statistical Student’s t-test for paired samples at a significance level of 1% is then
applied to compare the proposed SLR model to the linear regression model for IVD. The
hypotheses are, respectively: H0 : (PRMSEk)Symmetrical = (PRMSEk)Linear and H1 :
(PRMSEk)symmetrical < (PRMSEk)Linear.

For all test data sets in this evaluation the rejection ratios of H0 are equal to 100%.

4 Conclusions

A symmetrical linear prediction model for symbolic IVD is introduced in this paper, and
experiments with simulated IVD sets containing IVD outliers are performed. The pre-
diction performance is assessed by a PRMSE applied to learning and test data sets, and
results provided by the proposed method are compared to the correspondent results pro-
vided by least squares method.The results showed that the symmetrical model is superior
to centre-range model in terms of prediction qualities.
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