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ABSTRACT. We suggest new fast and accurate method, Fast Wiener-Hopf method (FWH-method), for pricing barrier and American options for a wide class of Lévy processes. The method uses the Wiener-Hopf factorization and Fast Fourier Transform algorithm. We demonstrate the accuracy and fast convergence of the method using Monte-Carlo simulations and an accurate finite difference scheme, compare our results with the results obtained by Cont-Volchkova method, and explain the differences in prices near the barrier. The results are based on the ones obtained in Kudryavtsev, O.E., and S.Z. Levendorski (2007,2008).

1. INTRODUCTION

In this introductory section, we give a short overview of general results on pricing barrier options in exponential Lévy models. By now, there exist several large groups of relatively universal numerical methods for pricing of American and barrier options under exponential Lévy processes. The number of publications is huge, and, therefore, an exhaustive list is virtually impossible. We concentrate on the one-dimensional case. First, we will consider the model case of a down-and-out put option, without rebate. The down-and-out call options and up-and-out calls and puts can be reduced to the model case by suitable change of numeraire and/or the direction on the real axis. The method is applicable to American options as well, and, after straightforward modifications, to barrier options with a rebate (hence, to digitals as well). In Section 2, we introduce Fast Wiener-Hopf factorization method. In Section 3, we apply FWH-method to American options. Numerical examples are presented in Section 4. The background of the theory of Lévy processes and PDO and explicit numerical algorithms are relegated to appendices.

1.1. General set-up. Let $T, K, H$ be the maturity, strike and barrier, and $S_t = e^{X_t}$ the stock price under a chosen risk-neutral measure. The riskless rate is assumed constant. Set $h = \ln H$. Then the payoff at maturity is $1_{(h, +\infty)}(X_T)G(X_T)$, where $G(x) = (K - e^x)_+$, and the no-arbitrage price of the barrier option at time $t < T$ and $X_t = x > h$ is given by

$$V(t, x) = V(T, H; G; t, x) = E^{t,x} \left[ e^{-r(T-t)} 1_{X_T \geq h} G(X_T) \right],$$
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where $X_t = \inf_{0 \leq s \leq t} X_s$ is the infimum process. In Subsection A.1, we remind the definitions of the Lévy density $F(dy)$ of the Lévy process $X_t$ and characteristic exponent $\psi(\xi)$, and explicit formulas for $\psi$ and $L$, the infinitesimal generator of $X_t$. We also list several classes of Lévy processes used in the main body of the paper.

We start with the reduction to the boundary problem for the option price, which is the first step for many methods.

1.2. Boundary problem for the price of the down-and-out barrier option and explicit formulas for the price. The boundary problem for $V(t,x)$ is of the form

\begin{align}
(\partial_t + L - r)V(t,x) &= 0, \quad x > h, t < T; \\
V(t,x) &= 0, \quad x \leq h, t \leq T; \\
V(T,x) &= G(x), \quad x > h.
\end{align}

Boyarchenko and Levendorskiı (1999, 2002b, c) derived the generalization of the Black-Scholes equation (1.2) under a weak regularity condition: the process $(t,X_t)$ in 2D satisfies (ACP)-condition (for the definition, see, e.g., Sato (1999)). Note that (ACP) condition is satisfied if the process $X_t$ has the transition density. Equation (1.2) is understood in the sense of the theory of generalized functions: for any infinitely smooth function $u$ with compact support $\text{supp } u \subset (-\infty,T) \times (h, +\infty)$,

\begin{equation}
(V, (-\partial_t + \tilde{L} - r)u)_{L_2} = 0,
\end{equation}

where $\tilde{L}$ is the infinitesimal generator of the dual process. One cannot state that the boundary problem (1.2)–(1.3) has a unique bounded solution for an arbitrary Lévy process. However, if the characteristic exponent $\psi$ is sufficiently regular, which is the case for Lévy processes used in empirical studies of financial markets, then the general technique of the theory of PDO can be applied to show that a bounded solution, which is continuous on $\text{supp } u \subset (-\infty,T) \times (h, +\infty)$, is unique – see, e.g., Kudryavtsev and Levendorskiı (2006).

Later, Cont and Voltchkova (2005) (see also Cont and Tankov (2004)) derived the same equation (1.2) under much more stringent conditions. The latter version is called partial integro-differential equation (PIDE) and uses the viscosity solution technique, which is better known in probability than the language and technique of the theory of pseudo-differential operators (PDO) used by Boyarchenko and Levendorskiı (1999, 2002b, c). Notice, however, that the definition of a solution in the sense of generalized functions is standard in analysis for half a century, at least, and it is more natural for linear problems than the language of viscosity solutions invented to tackle much more difficult non-linear problems. Moreover, the PDO technique based on the Fourier transform is much more powerful than the technique based on the study of the kernel of the PIDE. This was the reason the theory of PDO was invented in the first place – see, e.g., Eskin (1973) and Hörmaner (1985).

1.3. Carr’s randomization and Wiener-Hopf factorization.

1.3.1. Carr’s randomization. The methods constructed in this paper start with time discretization (the method of lines). This method was introduced to finance by Carr and Faguet (1994); Carr (1998) suggested a new important probability interpretation of the method, which we call Carr’s randomization. One discretizes time $(0 =) t_0 < t_1 < \cdots <$
t_N(= T) but not the space variable. Set \( V_N(x) = G(x) \). For \( s = N - 1, N - 2, \ldots, 0 \), set \( \Delta_s = t_{s+1} - t_s \), \( q^s = r + (\Delta_s)^{-1} \), denote by \( V_s(x) \) the Carr’s randomized approximation to \( V(t_s, x) \), and replace the time derivative in (1.2) with the finite difference. The result is a sequence of boundary problems on the line, which can be written as follows: for \( s = N - 1, N - 2, \ldots \), find a (unique) bounded measurable \( V_s \), which satisfies

\[
(q^s)^{-1}(q^s - L)V_s(x) = \frac{1}{q^s\Delta_s}V_{s+1}(x), \quad x > h, \tag{1.6}
\]

\[
V_s(x) = 0, \quad x \leq h. \tag{1.7}
\]

The probabilistic version is: for \( s = N - 1, N - 2, \ldots \), calculate

\[
V_s(x) = E_x\left[ \int_0^\tau e^{-q^s t}(\Delta_s)^{-1}V_{s+1}(X_t)dt \right], \tag{1.8}
\]

where \( \tau \) is the hitting time of \( (-\infty, h] \). In the paper, we will use the uniform spacing, therefore, \( q^s \) and \( \Delta_s \) will be independent of \( s \) and denoted \( q \) and \( \Delta t \), respectively.

The convergence of the Carr’s randomization procedure for barrier options is proved by M. Boyarchenko (2008). Each problem in the sequence can be solved explicitly using the operator form of the Wiener-Hopf factorization developed in Boyarchenko and Levendorskiǐ (2002a-c, 2005, 2007, 2008) to price barrier and American options. The operator form of the Wiener-Hopf factorization is a standard analytical tool for solution of boundary problems for pseudo-differential equations; the new element is the interpretation of the factors denoted \( \mathcal{E}^\pm \) as the expected present value operators (EPV-operators) – operators which calculate the (normalized discounted) expected present values of streams of payoffs under supremum and infimum processes.

1.3.2. The Wiener-Hopf factorization. Let \( q \) be a positive real number. The Wiener-Hopf factorization formula used in probability reads:

\[
E[e^{i\xi X_T}] = E[e^{i\xi \tilde{X}_T}]E[e^{i\xi X_T}], \quad \forall \xi \in \mathbb{R}, \tag{1.9}
\]

where \( T \sim \text{Exp} q \), and \( \tilde{X}_t = \sup_{0 \leq s \leq t} X_s \) and \( X_t = \inf_{0 \leq s \leq t} X_s \) are the supremum and infimum processes. Introducing the notation

\[
\phi^+_q(\xi) = qE\left[ \int_0^\infty e^{-qt}e^{i\xi \tilde{X}_t}dt \right] = E\left[ e^{i\xi \tilde{X}_T} \right], \tag{1.10}
\]

\[
\phi^-_q(\xi) = qE\left[ \int_0^\infty e^{-qt}e^{i\xi X_t}dt \right] = E\left[ e^{i\xi X_T} \right] \tag{1.11}
\]

we can write (1.9) as

\[
\frac{q}{q + \psi(\xi)} = \phi^+_q(\xi)\phi^-_q(\xi). \tag{1.12}
\]

Equation (1.12) is a special case of the Wiener-Hopf factorization of the symbol of a PDO (see Subsection A.2 for the definition of PDO). In applications to Lévy processes, the symbol is \( q/(q + \psi(\xi)) \), and the PDO is \( \mathcal{E} = q/(q - L) = q(q + \psi(D))^{-1} \): the normalized resolvent of the process \( X_t \) or, using the terminology of Boyarchenko and Levendorskiǐ
(2005, 2007, 2008), the expected present value operator (EPV–operator) of the process $X_t$. The name is due to the observation that, for a stream $g(X_t)$,

$$\mathcal{E}g(x) = E\left[\int_0^{+\infty} qe^{-qt}g(X_t)dt \mid X_0 = x \right].$$

The factors $\phi^\pm_q(\xi)$ also admit interpretation as the symbols of the EPV–operators $\mathcal{E}^\pm = \phi^\pm_q(D)$ under supremum and infimum processes

$$\mathcal{E}^+g(x) : = qE\left[\int_0^{\infty} e^{-qt}g(\bar{X}_t)dt \mid X_0 = x \right]$$
$$\mathcal{E}^-g(x) : = qE\left[\int_0^{\infty} e^{-qt}g(\underline{X}_t)dt \mid X_0 = x \right].$$

One of the basic observations in the theory of PDO is that the product of symbols $\phi^\pm$ under supremum and infimum processes

$$\mathcal{E} = \mathcal{E}^+\mathcal{E}^- = \mathcal{E}^-\mathcal{E}^+$$

as operators in appropriate function spaces.

The general results in this paper are based on simple properties of the EPV operators, which are immediate from the interpretation of $\mathcal{E}^\pm$ as expectation operators. For details, see Boyarchenko and Levendorski (2005).

**Proposition 1.1.** EPV-operators $\mathcal{E}^\pm$ enjoy the following properties

(a) If $g(x) = 0 \forall x \geq h$, then $\forall x \geq h$, $(\mathcal{E}^+g)(x) = 0$ and $((\mathcal{E}^+)^{-1}g)(x) = 0$.
(b) If $g(x) = 0 \forall x \leq h$, then $\forall x \leq h$, $(\mathcal{E}^-g)(x) = 0$ and $((\mathcal{E}^-)^{-1}g)(x) = 0$.
(c) If $g(x) \geq 0 \forall x$, then $(\mathcal{E}^+g)(x) \geq 0$, $\forall x$. If, in addition, there exists $x_0$ such that $g(x) > 0 \forall x > x_0$, then $(\mathcal{E}^+g)(x) > 0 \forall x$.
(d) If $g(x) \geq 0 \forall x$, then $(\mathcal{E}^-g)(x) \geq 0$, $\forall x$. If, in addition, there exists $x_0$ such that $g(x) > 0 \forall x < x_0$, then $(\mathcal{E}^-g)(x) > 0 \forall x$.
(e) If $g$ is monotone, then $\mathcal{E}^+g$ and $\mathcal{E}^-g$ are also monotone.
(f) If $g$ is continuous and satisfies

$$|g(x)| \leq C(e^{\sigma_+x} + e^{\sigma_-x}), \quad \forall x \in \mathbb{R},$$

where $\sigma_- \leq 0 \leq \sigma_+$ and $C$ are independent of $x$, then $\mathcal{E}^+g$ and $\mathcal{E}^-g$ are continuous.

1.3.3. **Explicit solution of problem (1.6)–(1.7).** In Boyarchenko and Levendorski (2002a, b), it was shown that the unique bounded solution is given by

$$V^s = \frac{1}{q\Delta t}\mathcal{E}^-1_{[h,\infty)}\mathcal{E}^+V^{s+1},$$

where $1_{[h,\infty)}$ is the indicator function of $[h,\infty)$. In Boyarchenko and Levendorski (2002a-c, 2005, 2007), no efficient numerical realization of the action of EPV–operators was suggested. Levendorski (2004) constructed a very accurate and fast realization of the pricing procedure for the American put in Kou’s model and more general HEJD model. For these models, efficient procedures are possible because the EPV-operators are linear combinations of convolution operators with exponential kernels. If the analytic
expressions for the Wiener-Hopf factors $\phi^\pm_q(\xi)$ are available, one can calculate $V^s$ using Fourier transform $F$ and its inverse $F^{-1}$:

$$V^s(x) = \frac{1}{q\Delta t} F^{-1}_{\xi \to x} \phi^\pm_q(\xi) F_{x \to \xi} 1_{[h, +\infty)}(x) F^{-1}_{\xi \to x} \phi^\pm_q(\xi) F_{x \to \xi} V^{s+1}(x).$$

1.4. New variants of Carr’s randomization–WHF method. The advantage of the straightforward WHF-method and of the two variations constructed in the paper is that the price of each option in the sequence has the same order of the asymptotics near the barrier as the initial barrier option with finite time horizon, therefore, one can expect that WHF–approach is more accurate than approaches, which approximate small jumps by an additional diffusion component.

The main new element of the Fast Wiener-Hopf (FWH) method constructed in Section 2 is an efficient approximations to the EPV-operators, which leads to a very fast and accurate pricing procedure. FWH-method is fully implicit because we approximate the operators in the exact formula for the solution of the boundary problem.


2.1. General formulas. We start with the exact formula (1.16). Once sufficiently accurate approximations to the factors $\phi^\pm_q$ are constructed, the calculation of the option price becomes accurate and fast. The FWH-method enjoys an additional appealing feature: for arbitrary number of time steps, approximate formulas for $\phi^\pm_q$ are needed at the first and last steps in the cycle in $s$ only. At all intermediate steps, the exact analytic expression $q/(q + \psi(\xi))$ is used, and, therefore, almost all errors are errors of FFT and iFFT only. Indeed, for $s = N - 1, N - 2, \ldots, 0$, define

$$W^s = 1_{[h; +\infty)} E^+ V^{s+1}.$$  

Then

$$V^s = (q\Delta t)^{-1} E^- W^s(x).$$

Using the Wiener-Hopf factorization formula (1.13), we obtain that

$$W^s = (q\Delta t)^{-1} E^+ W^{s+1},$$

or, equivalently,

$$\hat{W}^s(\xi) = (q\Delta t)^{-1} F_{x \to \xi} 1_{[h; +\infty)} F^{-1}_{\xi \to x} \frac{q}{q + \psi(\xi)} \hat{W}^{s+1}(\xi).$$

Thus, if we are interested in the option value $V^0$ at the last step only, the algorithm becomes very simple. However, the crucial problem of efficient calculation of the Wiener-Hopf factors remains.

2.2. Reduction to symbols of order 0. The new ingredient is the reduction of the factorization problems to symbols of order 0, which stabilize at infinity to 1. We explain the reduction for a wide class of Lévy processes which consists of Variance Gamma processes and RLPE of order $\nu \in (0; 2]$ (see basic facts and definitions on Lévy processes in Appendix A).
Introduce functions

\[ \Lambda_-(\xi) = \lambda_+^{\nu_+/2}(\lambda_+ + i\xi)^{-\nu_+/2}; \]  
\[ \Lambda_+(\xi) = (-\lambda_-)^{\nu_-/2}(-\lambda_- - i\xi)^{-\nu_-/2}; \]  
\[ \Phi(\xi) = q\left((q + \psi(\xi))\Lambda_+(\xi)\Lambda_-(\xi)\right)^{-1}. \]  

Choices of \( \nu_+ \) and \( \nu_- \) depend on properties of \( \psi \), hence on order \( \nu \) (see (A.16)-(A.17)) and drift \( \mu \). We have to consider the following cases.\(^1\)

1. If \( X_t - \text{RLPE} \) of order \( \nu \in (1, 2) \), we set \( \nu_+ = \nu_- = \nu/2 \).
2. If \( X_t - \text{RLPE} \) of order \( \nu \in (0, 1] \) and drift \( \mu = 0 \), we set \( \nu_+ = \nu_- = \nu/2 \).
3. If \( X_t - \text{RLPE} \) of order \( \nu \in (0, 1] \) and drift \( \mu > 0 \), we set \( \nu_+ = 0, \nu_- = 1 \).
4. If \( X_t - \text{RLPE} \) of order \( \nu \in (0, 1] \) and drift \( \mu < 0 \), we set \( \nu_+ = 1, \nu_- = 0 \).
5. If \( X_t - \text{VGP} \) and drift \( \mu > 0 \), we set \( \nu_+ = 0, \nu_- = 1 \).
6. If \( X_t - \text{VGP} \) and drift \( \mu < 0 \), we set \( \nu_+ = 1, \nu_- = 0 \).

Functions \( \Lambda_\pm(\xi) \) are analytic and do not vanish in the half-plane \( \pm \text{Im} \xi > 0 \), continuous up to the boundary. In addition, \( \Lambda_\pm(\xi) \) and its reciprocal grow not faster than a polynomial. Therefore, it remains to factorize

\[ \Phi(\xi) = \Phi^+(\xi)\Phi^-(\xi), \]

and then set

\[ \phi^\pm_q(\xi) = \Lambda_\pm(\xi)\Phi^\pm(\xi). \]

2.3. Approximation of symbols \( \Phi^\pm(\xi) \). In this subsection, we, first, approximate \( \Phi \) by a periodic function \( \Phi_d \) with a large period \( 2\pi/d \), which is the length of the truncated region in \( \xi \)-state, then approximate the latter by a partial sum of the Fourier series, and, finally, use the factorization of the latter instead of the exact one.

We can apply this realization both after the reduction to symbols of order 0 has been made, and without this reduction. In the latter case, we obtain a Poisson type approximation.\(^2\)

It is well-known (see e.g. Lukacs, E., 1960) that the limit of a sequence of the Poisson type characteristic functions is infinitely divisible characteristic function. The converse is also true. Every infinitely divisible characteristic function can be written as the limit of a sequence of finite products of Poisson type characteristic functions. Since \( \psi(\xi) \) is the characteristic exponent of Lévy process, then the function \( q/(q + \psi(\xi)) \) is infinitely divisible characteristic function.

The second step is straightforward. We impose an additional condition

\[ |\Phi'(\xi)| \leq C(1 + |\xi|)^{-\rho}, \]

where \( \rho > 0 \); this condition is satisfied by all RLPEs and VGPs (and can be relaxed), which makes the following lemma applicable.

---

\(^1\)We can reduce the case \( \nu \in (0, 1] \) and \( \mu \neq 0 \) to (2) after the elimination of the drift. For driftless VGPs we reduce to the cases (5) or (6) by suitable change of numeraire.
Consider a function $f_d \in C^1[-\pi/d, \pi/d]$ depending on a small parameter $d$, and, for $m > 0$, construct the partial sum

$$S_m(f_d) = \frac{d}{2\pi} \sum_{|k| \leq m} \hat{f}_{d,k} e^{ikx}$$

of the Fourier series for $f_d$.

**Lemma 2.1.** Let $f_d(-\pi/d) = f_d(\pi/d)$, and let there exists $C > 0$ such that for all $x \in [-\pi/d, \pi/d]$ and all $d \in (0, 1]$, $|\partial_x f_d(x)| \leq C$.

Then there exists a function $d \mapsto m_0(d)$ such that $\forall m \geq m_0(d)$, $x \in [-\pi/d, \pi/d]$ and $d \in (0, 1]$,

$$|f_d(x) - S_m(f_d)(x)| \leq \epsilon. \quad (2.11)$$

**Proof.** Changing the variables $x = x'/d$, we see that it suffices to prove lemma for a $g_d \in C^1[-\pi, \pi]$, such that $g_d(-\pi) = g_d(\pi)$ and for all $x \in [-\pi, \pi]$ and all $d \in (0, 1]$, $|\partial_x g_d(x)| \leq C/d$. Set

$$S_m(d_d) = \frac{1}{2\pi} \sum_{|k| \leq m} \hat{g}_{d,k} e^{ikx}.$$ 

We need to prove that there exists a function $d \mapsto m_0(d)$ such that $\forall m \geq m_0(d)$, $x \in [-\pi, \pi]$ and $d \in (0, 1]$, 

$$|g_d(x) - S_m(g_d)(x)| \leq \epsilon. \quad (2.12)$$

The proof is a modification of the classical proof of the uniform convergence of the Fourier series due to U.Dini. We use

$$S_n(g_d)(x) = \frac{1}{\pi} \int_0^\pi h_d(x, t) \frac{\sin((n + 1/2)t)}{2 \sin(t/2)} dt,$$

where $h_d(x, t) = g_d(x + t) + g_d(x - t) - 2g_d(x)$, which presumes that $g_d$ is extended to a periodic function. For any $\epsilon > 0$, set $\delta = \epsilon d/(2C)$. Then

$$\left| \frac{1}{\pi} \int_0^\delta h_d(x, t) \frac{\sin((n + 1/2)t)}{2 \sin(t/2)} dt \right| \leq \frac{1}{2} \int_0^\delta \frac{|h_d(x, t)|}{t} dt \leq \delta C/d \leq \epsilon/2. \quad (2.13)$$

Next, integrating by parts,

$$\left| \frac{1}{\pi} \int_\delta^\pi h_d(x, t) \frac{\sin((n + 1/2)t)}{2 \sin(t/2)} dt \right| \leq \frac{1}{2\delta(n + 1/2)} \left| \cos((n + 1/2)t)h_d(x, t) \right|_{t=\delta}^{t=\pi} - \int_\delta^\pi \cos((n + 1/2)t) \partial_t h_d(x, t) dt \leq \frac{A(d)}{n + 1/2},$$

where $A(d)$ depends on $d$ and $C$ but not on $n$. Choosing $m_0 > 2A(d)/\epsilon$ and taking (2.13) into account, we obtain (2.12). \qed
For the first and third steps, we fix a small positive \( d \) and large even \( M \) (on the strength of Lemma 2.1, \( M \) should be much larger than \( 1/d \)), set

\[
b^d_k = \frac{d}{2\pi} \int_{-\pi/d}^{\pi/d} \ln \Phi(\xi)e^{-ikd}d\xi, \quad k \neq 0,
\]

\[
b_{d,M}(\xi) = \sum_{k=-M/2+1}^{M/2} b^d_k(\exp(i\xi k) - 1),
\]

\[
b_{d,M}^+(\xi) = \sum_{k=1}^{M/2} b^d_k(\exp(i\xi k) - 1),
\]

\[
b_{d,M}^-(\xi) = -\sum_{k=-M/2+1}^{-1} b^d_k(\exp(i\xi k) - 1);
\]

\[
\Phi_{d,M}(\xi) = \exp(b_{d,M}(\xi)),
\]

\[
\Phi_{d,M}^\pm(\xi) = \exp(b_{d,M}^\pm(\xi)).
\]

2.4. Approximation of \( \phi_q^\pm(D) \) using Fast Fourier Transform. Let \( d \) be the step in \( x \)-space, \( \zeta \)–the step in \( \xi \)-space, and \( M = 2^m \) the number of the points on the grid; decreasing \( d \) and increasing (even faster) \( M \), we obtain a sequence of approximations to the option price. Approximants for EPV-operators can be efficiently computed by using the Fast Fourier Transform (FFT). Consider the algorithm (the discrete Fourier transform (DFT)) defined by

\[
G_l = DFT[g](l) = \sum_{k=0}^{M-1} g_k e^{2\pi i kl/M}, \quad l = 0, \ldots, M - 1.
\]

(It differs in sign in front of \( i \) from the algorithm fft in MATLAB). The DFT maps \( m \) complex numbers (the \( g_k \)'s) into \( m \) complex numbers (the \( G_l \)'s). The formula for the inverse DFT which recovers the set of \( g_k \)’s exactly from \( G_l \)'s is:

\[
g_k = iDFT[G](k) = \frac{1}{M} \sum_{l=0}^{M-1} G_l e^{-2\pi i kl/M}, \quad k = 0, \ldots, M - 1.
\]

In our case, the data consist of a real-valued array \( \{g_k\}_{k=0}^{M}. \) The resulting transform satisfies \( G_{M-l} = \bar{G}_l. \) Since this complex-valued array has real values \( G_0 \) and \( G_{M/2}, \) and \( M/2 - 1 \) other independent complex values \( G_1, \ldots, G_{M/2-1}, \) then it has the same “degrees of freedom” as the original real data set. In this case, it is inefficient to use full complex FFT algorithm. The main idea of FFT of real functions is to pack the real input array cleverly, without extra zeros, into a complex array of half of length. Then a complex FFT can be applied to this shorter length; the trick is then to get the required values from this result (see Press, W. et al (1992) for technical details). To distinguish DFT of real functions we will use notation RDFT.

Depending on the type of the option under consideration, we choose real \( \omega \), and apply the Fourier transform \( F_{\xi \to \xi} \) and the inverse Fourier transform \( F_{\xi \to x}^{-1} \) with \( x \) living in \( \mathbb{R} \) and \( \xi \) living in \( \mathbb{R} + i\omega. \) Thus, a grid for \( \xi \) is the grid \( \xi_j = \eta_j + i\omega \) on the line \( \text{Im} \xi = \omega. \)
Then $\psi_1(\eta) = \psi(\eta + i\omega) - \psi(i\omega)$ be also characteristic exponent of infinitely divisible distribution. Set $q_1 = q + \psi(i\omega)$, and we will apply FW-method for factorization of $q_1/(q_1 + \psi_1(\eta))$ with $q_1$ and $\psi_1(\eta)$ instead $q$ and $\psi(\eta)$, respectively. In the case of down-and-out options, for typical parameters values, we will choose $\omega = -2$; for up-and-out options, $\omega = 1$ is a good choice.

Fix the space step $d > 0$ and number of the space points $M = 2^m$. Define the partitions of normalized log-price domain $[-\frac{M}{2}; \frac{M}{2}]$ by points $x_k = -\frac{M}{2} + kd$, $k = 0, \ldots, m - 1$, and frequency domain $[-\frac{\pi}{d}; \frac{\pi}{d}]$ by points $\xi_l = \frac{2\pi l}{M} + i\omega$, $l = -M/2, \ldots, M/2$. Then the Fourier transform of a function $g$ on the real line can be approximated as follows:

$$\hat{g}(\xi_l) \approx \int_{-\frac{M}{2}}^{\frac{M}{2}} e^{-ix\xi_l} g(x) dx \approx \sum_{k=0}^{M-1} g(x_k) e^{-ix\xi_l} d = de^{i\pi l} \sum_{k=0}^{M-1} g(x_k) e^{ix_k} e^{-2\pi ikl/M},$$

and finally,

$$(2.22) \quad \hat{g}(\xi_l) \approx de^{i\pi l} \text{RDF}[g e^\omega](l), \quad l = 0, \ldots, M/2. \tag{2.22}$$

Here $\bar{z}$ denotes the complex conjugate of $z$. Now, we approximate $E$. Using the notation $p(\xi) = q(q + \psi(\xi))^{-1}$, we can approximate

$$(Eg)(x_k) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} e^{ix_k \xi} p(\xi) \hat{g}(\xi) d\xi$$

by

$$e^{-\omega x_k} \left( \frac{2}{M} \text{Re} \sum_{l=1}^{M/2-1} e^{-2\pi ikl/M} p(-\xi_l) \text{RDF}[ge^\omega](l) \right. \left. + \frac{1}{M} \left( \text{RDF}[ge^\omega](0) + \text{Re} p(-\xi_{M/2}) \text{RDF}[ge^\omega](M/2) \right) \right).$$

Finally,

$$(2.23) \quad (Eg)(x_k) \approx e^{-\omega x_k} i\text{RDF}[p \ast \text{RDF}[ge^\omega]](k), \quad k = 0, \ldots, M - 1. \tag{2.23}$$

To approximate operators $E^\pm = \phi_q^\pm(D)$, we find an approximation of function $\ln \Phi$ by the Fourier series using the formula (2.15). The coefficients $b_d^\pm$ in (2.15) are defined by (2.14) and can be efficiently computed by using iRDF. We have:

$$(2.24) \quad b_d^\pm = \frac{d}{2\pi} \int_{-\pi/d}^{\pi/d} \ln \Phi(\xi) e^{-i\xi kd} d\xi \approx i\text{RDF}[\ln \Phi](k).$$

Next, we calculate $b_{d,M}^\pm$ in (2.16)–(2.17), and then, calculate the approximations to the Wiener-Hopf factors

$$(2.25) \quad p^\pm(\xi_l) = \Lambda_{-\nu/2}(\xi_l) \exp(b_{d,M}^\pm(\xi_l)), l = -M/2, \ldots, 0.$$
The action of the EPV-operator $\mathcal{E}^\pm$ is approximated as follows:

$$
(\mathcal{E}^\pm g)(x_k) = \frac{1}{2\pi} \int_{-\infty+i\omega}^{\infty+i\omega} e^{ix_k\xi} \phi^\pm(\xi) \hat{g}(\xi) d\xi \approx \frac{1}{2\pi} \int_{-\pi/d+i\omega}^{\pi/d+i\omega} e^{-ix_k\xi} p^\pm(-\xi) \hat{g}(\xi) d\xi
$$

$$
\approx \frac{1}{2\pi} \sum_{l=-M/2+1}^{M/2} e^{-ix_k\xi_l} p^\pm(-\xi_l) \frac{2\pi}{dM},
$$

and, finally,

$$
(\mathcal{E}^\pm g)(x_k) = e^{-\omega x_k} i RDFT[\hat{p}^\pm \cdot RDFT[\hat{g}^\omega]](k), \quad k = 0, \ldots, M - 1.
$$

The reader can find the detailed algorithm of FWH method in Subsection C.1.

3. FWH-method for pricing American options

3.1. Free boundary problem for the price of the American put option. We consider the American put on a stock which pays no dividends; the generalization to the case of a dividend-paying stock and the American call is straightforward. (Moreover, as it is well-known, changing the direction on the line, the unknown function, the riskless rate and the process, one can reduce the pricing problem for the American call to the pricing problem for the American put).

Let $V(t, S_t)$ be the price of American put with the strike price $K$ and the terminal date $T$. Set $x = \ln(S/K)$, $g(x) = K(1-e^x)$ and $v(t, x) = V(t, Ke^x)$. Assume that the optimal stopping time is of the form $\tau'_B \wedge T$, where $\tau'_B$ is the hitting time of a closed set $B \subset \mathbb{R} \times (-\infty, T]$ by the two-dimensional process $\hat{X}_t = (X_t, t)$. Set $\mathcal{C} = \mathbb{R} \times [0, T) \setminus B$ (this is the continuation region, where the option remains alive), and consider the following boundary value problem

$$
(\partial_t + L - r)v(t, x) = 0, \quad (t, x) \in \mathcal{C};
$$

$$
(3.2) \quad v(t, x) = g(x), \quad (t, x) \in B \text{ or } t = T;
$$

$$
(3.3) \quad v(t, x) \geq g(x)^+, \quad t \leq T, \quad x \in \mathbb{R};
$$

$$
(3.4) \quad (\partial_t + L - r)v(t, x) \leq 0, \quad t < T, \quad (t, x) \notin \bar{\mathcal{C}},
$$

where $g(x)^+ := \max\{g(x), 0\}$.

Under certain regularity conditions (see Theorem 6.1 in Boyarchenko and Levendorskiĭ (2002b)), the continuous bounded solution to the free boundary problem (3.1)-(3.4) gives the optimal early exercise region, $B$, and the rational option price, $v$.

3.2. General formulas. Again we apply the Lévy analog of Carr’s randomization procedure developed in Section 6.2.2 of Boyarchenko and Levendorskiĭ (2002b) for the American put. Normalize the strike price to 1, divide $[0, T]$ into $n$ subperiods by points $t_j = j\Delta t, j = 0, 1, \ldots, n$, where $\Delta t = T/n$, and denote by $v_j(x)$ the approximation to $v(x, t_j)$; $h_j$ denotes the approximation to the early exercise boundary at time $t_j$. Then $v_n(x) = K(1 - e^x)^+$, and by discretizing the derivative $\partial_t$ in (3.1), we obtain, for $j = n-1, n-2, \ldots, 0$,

$$
(3.5) \quad \frac{v_{j+1}(x) - v_j(x)}{\Delta t} - (r - L)v_j(x) = 0, \quad x > h_j.
$$
Equation (3.2) assumes the form
\begin{equation}
(3.6) \quad v_j(x) = g(x), \quad x \leq h_j.
\end{equation}
The approximation \( h_j \) to the early exercise boundary is found so that the \( v_j \) be maximal.

Introduce \( \tilde{v}_j(x) = v_j(x) - g(x) \) and substitute \( v_j(x) = \tilde{v}_j(x) + g(x) \) into (3.5)–(3.6):
\begin{equation}
(3.7) \quad \frac{\tilde{v}_{j+1}(x) - \tilde{v}_j(x)}{\Delta t} - (r - L)\tilde{v}_j(x) = (r - L)g, \quad x > h_j,
\end{equation}
\begin{equation}
(3.8) \quad \tilde{v}_j(x) = 0, \quad x \leq h_j.
\end{equation}

Set \( q = \Delta t^{-1} + r \) and \( G_j = \tilde{v}_{j+1} - \Delta t(r - L)g \), then equation (3.7) can rewritten as follows.
\begin{equation}
(3.9) \quad q^{-1}(q - L)\tilde{v}_j(x) = (q\Delta t)^{-1}G_j(x), \quad x > h_j.
\end{equation}

Note that continuous function \( g(x) \) is decreasing admits bound (1.14) with \( \sigma_+ = 1, \sigma_- = 0 \), and satisfies condition \( g(-\infty) > 0 > g(+\infty) = -\infty \). Taking into account that \( (r - L)g = Kr \) one can show that the following statements hold (for details see Boyarchenko S.I. and S.Z. Levendorskii (2005)).

For \( j = n - 1, n - 2, ..., 0 \):

a) function \( G_j \) is a non-decreasing continuous function satisfying bound (1.14) with \( \sigma_+ = 1, \sigma_- = 0 \); in addition,
\begin{equation}
(3.10) \quad G_j(-\infty) < 0 < G_j(+\infty) = +\infty;
\end{equation}

b) function
\begin{equation}
(3.11) \quad \tilde{w}_j := \mathcal{E}^+ G_j
\end{equation}
is continuous; it increases and satisfies (3.10);

c) equation
\begin{equation}
(3.12) \quad \tilde{w}_j(h) = 0
\end{equation}
has a unique solution, denote it \( h_j \);

d) the hitting time of \( (-\infty, h_j], \tau(h_j) \), is a unique optimal stopping time;

e) (Carr’s approximation to) the option value at the moment \( j \) is given by
\begin{equation}
(3.13) \quad v_j = (q\Delta t)^{-1}\mathcal{E}^- 1_{(h_j, +\infty)} \tilde{w}_j + g;
\end{equation}
equivalently,
\begin{equation}
(3.14) \quad \tilde{v}_j = (q\Delta t)^{-1}\mathcal{E}^- 1_{(h_j, +\infty)} \tilde{w}_j;
\end{equation}

f) \( \tilde{v}_j = v_j - g \) is a positive non-decreasing function that admits bound (1.14) with \( \sigma_+ = 1, \sigma_- = 0 \), and satisfies \( \tilde{v}_j(+\infty) = +\infty \); it vanishes below \( h_j \) and increases on \( [h_j, +\infty) \).

It follows from Wiener-Hopf formula that functions \( \tilde{w}_j \) and \( \tilde{w}_{j+1} \) are connected by the formula
\begin{equation}
(3.15) \quad \tilde{w}_j = (q\Delta t)^{-1}\mathcal{E} \tilde{w}_{j+1} - Kr\Delta t.
\end{equation}

Thus, for calculations of \( v_0 \) and early exercise boundaries \( h_j \) we need to apply \( \mathcal{E}^+ \) and \( \mathcal{E}^- \) only on the first and last steps, respectively.
To improve the convergence of the method we will choose $\omega = -2$ and $\omega = 1$ (see (2.23) and (2.26)), in the case of American put and American call, respectively.

4. Numerical examples

In this section, we compare the performance of the two methods: Cont and Voltchkova (2005) method and FWH–method.

In numerical examples, we implement the algorithm of FWH–method described in Subsection C.1.

We use Monte-Carlo method (MC-method) and the accurate finite-difference scheme of FDS-method as the benchmarks. It is well known that the convergence of Monte Carlo estimators of quantities involving first passage is very slow. Hence, a large number of paths was needed to obtain convergence. For the Monte Carlo calculations we used 500,000 paths with time step $= 0.00005$ for $\nu < 1$ and time step $= 0.00001$ for $\nu > 1$.

For simulating trajectories of the tempered stable (KoBoL) process we implemented the code of J. Poirot and P. Tankov (www.math.jussieu.fr/~tankov/). The program uses the algorithm in Madan and Yor (2005), see also Poirot and Tankov (2006).

For sequentially generating VG sample paths on $[0, T]$, we used the algorithm of simulating Variance Gamma as Gamma time-changed Brownian motion (see Madan and Yor (2006)).

We consider the down-and-out put option with strike $K$, barrier $H$ and time to expiry $T$. The option prices were calculated on a PC with characteristics Intel Core(TM)2 Duo CPU, 1.8GHz, RAM 1024Mb, under Windows Vista. For computation of the prices by CV-method we used Premia 8 routine (www.premia.fr).

We consider two types of processes, two times to maturity, and two ratios $H/K$. Certainly, it would be interesting to study more variants but a detailed study of several case will require dozens of tables. The examples, which we analyze in detail below, are fairly representative. The option price depends on several parameters of the chosen scheme. For a fixed number of time steps, $N$, and step in $x$-space, $d$, we will vary the other parameters of the scheme to ensure that the price does not change significantly (the details will be explained below). This explains why we can denote the price by $V_{d,N}$ (the scheme will be indicated separately). It should be noted that computation of the prices under Premia 8 increases the CPU time by a factor of 3.

First, we take KoBoL model of order $\nu \in (0, 1)$, with parameters $\sigma = 0$, $\nu = 0.5$, $\lambda_+ = 9$, $\lambda_- = -8$, $c = 1$. We choose instantaneous interest rate $r = 0.072310$, time to expiry $T = 0.5$ year, strike price $K = 100$ and the barrier $H = 90$. In this case, the drift parameter $\mu$ is approximately zero. The localization domain is $(x_{\min}; x_{\max})$ with $x_{\min} = -\ln 2$ and $x_{\max} = \ln 2$; we check separately that if we increase the domain two-fold, and the number of points 4-fold, the prices change by less than 0.0001.

Table B.1, Panel A, reports prices for down-and-out put options calculated using Monte-Carlo simulation and FDS, FWH and CV methods, with very fine grids. The options are priced at five spot levels. ExtCV labels option prices obtained by linear extrapolation of prices $V_{d,N}$ with $d = 0.000005$ and $d = 0.000002$. In Panel B, the sample mean values are compared with the prices computed by FDS, FWH and CV-methods. The results show a general agreement between the Monte Carlo simulation results and those computed by FDS and FWH methods. FWH-prices converge very fast and agree with MC-prices and FDS-prices very well (relative error less than 1% even in the out-of-the-money region) after 0.5 sec whereas CV-method produces relative
errors larger than 3% after dozens of hours of calculation. In Table B.2, we consider the same model for smaller time to expiry \( T = 0.1 \) year. Notice that, near the barrier, the CV-prices are lower than WHF-prices and MC-prices, which is to be expected for processes of order \( \nu < 1 \) with zero drift. Indeed, by construction, CV prices are of class \( C^2 \) up to the barrier, whereas the theoretical prices have the asymptotics (B.1). The same systematic error is observed for processes of order \( \nu > 1 \) (Table B.3).

In the case of Variance Gamma processes, we consider two sets of parameters. In Table B.4, the drift is negative, and in Table B.5 - positive.

**Appendix A. Basic facts**

**A.1. Lévy processes: a short reminder.** A Lévy process is a process with stationary independent increments (for details, see e.g. Sato (1999)). A Lévy process may have a Gaussian component and/or pure jump component. The latter is characterized by the density of jumps, which is called the Lévy density. We denote it by \( F(dy) \). A Lévy process can be completely specified by its characteristic exponent, \( \psi(\xi) \), definable from the equality \( E[e^{i\xi X(t)}] = e^{-t\psi(\xi)} \) (we confine ourselves to the one-dimensional case). The characteristic exponent is given by the Lévy-Khintchine formula:

\[
A.1 \quad \psi(\xi) = \frac{\sigma^2}{2} \xi^2 - i\mu \xi + \int_{-\infty}^{+\infty} (1 - e^{i\xi y} + i\xi y 1_{|y| \leq 1}) F(dy),
\]

where \( \sigma^2 \) is the variance of the Gaussian component, and \( F(dy) \) satisfies

\[
A.2 \quad \int_{\mathbb{R}\setminus\{0\}} \min\{1, y^2\} F(dy) < +\infty.
\]

If the jump component is a process of finite variation, equivalently, if

\[
A.3 \quad \int_{\mathbb{R}\setminus\{0\}} \min\{1, |y|\} F(dy) < +\infty,
\]

then (A.1) can be simplified

\[
A.4 \quad \psi(\xi) = \frac{\sigma^2}{2} \xi^2 - i\mu \xi + \int_{-\infty}^{+\infty} (1 - e^{i\xi y}) F(dy),
\]

with a different \( \mu \), and the new \( \mu \) is the drift of the gaussian component.

Assume that under a risk-neutral measure chosen by the market, the stock has the dynamics \( S_t = e^{X_t} \). Then we must have \( E[e^{X_t}] < +\infty \), and, therefore, \( \psi \) must admit the analytic continuation into a strip \( \text{Im} \xi \in (-1, 0) \) and continuous continuation into the closed strip \( \text{Im} \xi \in [-1, 0] \). Further, if the riskless rate, \( r \), is constant, and the stock does not pay dividends, then the discounted price process must be a martingale. Equivalently, the following condition must hold

\[
A.5 \quad r + \psi(-i) = 0,
\]

which can be used to express \( \mu \) via the other parameters of the Lévy process:

\[
A.6 \quad \mu = r - \frac{\sigma^2}{2} + \int_{-\infty}^{+\infty} (1 - e^{y} + y 1_{|y| \leq 1}) F(dy).
\]
Example 2.1. [Tempered stable Lévy processes] The characteristic exponent of a pure jump KoBoL process of order \( \nu \in (0, 2), \nu \neq 1 \) is given by

\[
\psi(\xi) = -i\mu \xi + c\Gamma(-\nu)[\lambda_+^\nu - (\lambda_+ + i\xi)^\nu + (\lambda_- + i\xi)^\nu] - (\lambda_- - i\xi)^\nu,
\]

where \( c > 0, \mu \in \mathbb{R} \), and \( \lambda_- < -1 < 0 < \lambda_+ \). Formula (A.7) is derived in Boyarchenko and Levendorskiǐ (1999, 2000, 2002b) from the Lévy-Khintchine formula with the Lévy densities of negative and positive jumps, \( F_\pm(dy) \), given by

\[
F_\pm(dy) = ce^{\lambda_\pm y}|y|^{\nu-1}dy;
\]

in the first two papers, the name extended Koponen family was used. Later, the same class of processes was used in Carr et al. (2002) under the name CGMY-model. Note that Boyarchenko and Levendorskiǐ (2000, 2002b) consider a more general version with \( c_\pm \) instead of \( c \), as well as the case \( \nu = 1 \) and cases of different exponents \( \nu_\pm \).

Example 2.2. [Normal Inverse Gaussian processes] A normal inverse Gaussian process (NIG) can be described by the characteristic exponent of the form (see Barndorff-Nielsen (1998))

\[
\psi(\xi) = -i\mu \xi + \delta \left[ (\alpha^2 - (\beta + i\xi)^2)^{1/2} - (\alpha^2 - \beta^2)^{1/2} \right],
\]

where \( \alpha > |\beta| > 0, \delta > 0 \) and \( \mu \in \mathbb{R} \).

Example 2.3. [Variance Gamma processes] The Lévy density of a Variance Gamma process is of the form (A.8) with \( \nu = 0 \), and the characteristic exponent is given by (see Madan et al. (1998))

\[
\psi(\xi) = -i\mu \xi + c[\ln(\lambda_+ + i\xi) - \ln(\lambda_- + i\xi) - \ln(\lambda_-)],
\]

where \( c > 0, \mu \in \mathbb{R} \), and \( \lambda_- < -1 < 0 < \lambda_+ \).

Example 2.4. [Kou model] If \( F_\pm(dy) \) are given by exponential functions on negative and positive axis, respectively:

\[
F_+(dy) = c_+(\pm \lambda_+)e^{\lambda_\pm y},
\]

where \( c_\pm \geq 0 \) and \( \lambda_- < 0 < \lambda_+ \), then we obtain Kou model. The characteristic exponent of the process is of the form

\[
\psi(\xi) = \frac{\sigma^2}{2} \xi^2 - i\mu \xi + \frac{ic_+ \xi}{\lambda_+ + i\xi} + \frac{ic_- \xi}{\lambda_- + i\xi}.
\]

The version with one-sided jumps is due to Das and Foresi (1996), the two-sided version was introduced in Duffie, Pan and Singleton (2000), see also S.G.Kou (2002).

The infinitesimal generator of \( X \), denote it \( L \), is an integro-differential operator, which acts as follows:

\[
Lu(x) = \frac{\sigma^2}{2} u''(x) + \mu u'(x) + \int_{-\infty}^{+\infty} (u(x+y) - u(x) - y 1_{|y| \leq 1} u'(x)) F(dy).
\]
A.2. The infinitesimal generator of a Lévy process as a PDO. The infinitesimal generator $L$ can be represented as a pseudo-differential operator $-\psi(D)$. Recall that a PDO $A = a(D)$ with the symbol $a(\xi)$ acts as follows:

$$(A.13) \quad Au(x) = (2\pi)^{-1} \int_{-\infty}^{+\infty} e^{ix\xi} a(\xi) \hat{u}(\xi) d\xi,$$

where $\hat{u}$ is the Fourier transform of a function $u$:

$$\hat{u}(\xi) = \int_{-\infty}^{+\infty} e^{-ix\xi} u(x) dx.$$

Note that the inverse Fourier transform in (A.13) is defined in the classical sense only if the symbol $a(\xi)$ and function $\hat{u}(\xi)$ are sufficiently nice. In general, one defines the (inverse) Fourier transform, $F_{x\to\xi}$ (the subscript means that a function defined on the $x$–space becomes a function defined on the dual $\xi$-space), and the inverse Fourier transform, $F_{\xi\to x}$ by duality; in many cases, in particular, in the context of pricing of put and call options, one can use the classical definition of the integral but integrate in (A.13) not over the real line but along an appropriate line or contour in the complex plane. See, e.g., Boyarchenko and Levendorskiı (2002a-c) for details and examples. Formally, the action of a PDO $A$ with the constant symbol $a(\xi)$ can be described as the composition

$$(A.14) \quad Au(x) = F_{\xi\to x}^{-1} a(\xi) F_{x\to\xi} u(x)$$

If the functions $u$ and $a$ are represented as arrays suitable for application of the Fast Fourier Transform and inverse Fast Fourier Transform algorithms (FFT and iFFT), then (A.14) can be programmed as $Au = iFFT(a \ast (FFT(u)))$.

A.3. Regular Lévy processes of exponential type. In order that the PDO technique were not complicated and solutions to boundary problems be regular, the symbols should be sufficiently nice. For PDO with constant symbols (meaning: symbols independent of $x$), a convenient condition is: the symbol admits a representation

$$(A.15) \quad a(\xi) = a_m(\xi) + O(|\xi|^{m_1}), \quad \text{as} \quad \xi \to \infty,$$

where $a_m$ is positively homogeneous of degree $m$, and $m_1 < m$ (for PDO with “variable” symbols $a(x, \xi)$, additional conditions on the derivatives of the symbol are needed). The $m$ is called the order of PDO $a(D)$, and $a_m$ is called the principal symbol of $a(D)$. If it is necessary to consider the action of a PDO in spaces with exponential weights, then the representation (A.15) must be valid in an appropriate strip of the complex plane (in the multi-dimensional case, in a tube domain in $C^n$) – see e.g. Eskin (1973), Barndorff-Nielsen and Levendorskiı (2001) and Boyarchenko and Levendorskiı (2002b). Essentially, these two properties (the characteristic exponent is analytic in a strip, and (A.15) is valid in the strip) are used in Boyarchenko and Levendorskiı (1999, 2000, 2002a-c) to introduce the class of RLPE in terms of the characteristic exponent; the other definition starts with the Lévy density.

Loosely speaking, a Lévy process $X$ is called a Regular Lévy Process of Exponential type (RLPE) if its Lévy density has a polynomial singularity at the origin and decays exponentially at infinity (see Boyarchenko and Levendorskiı (1999, 2000, 2002a-c). An
almost equivalent definition is: the characteristic exponent is analytic in a strip \( \text{Im} \xi \in (\lambda_-, \lambda_+) \), continuous up to the boundary of the strip, and admits the representation

\[
\psi(\xi) = -i\mu \xi + \phi(\xi),
\]

where \( \phi(\xi) \) stabilizes to a positively homogeneous function at the infinity:

\[
\phi(\xi) \sim c_{\pm} |\xi|^\nu, \quad \text{as \ Re} \xi \rightarrow \pm \infty, \quad \text{in the strip} \ \text{Im} \xi \in (\lambda_-, \lambda_+),
\]

where \( c_{\pm} > 0 \). “Almost” means that the majority of classes of Lévy processes used in empirical studies of financial markets satisfy conditions of both definitions. These classes are: Brownian motion, Kou’s model (Kou (2002)), Hyperbolic processes (Eberlein and Keller (1995), Eberlein et al. (1998)), Normal Inverse Gaussian processes and their generalization (Barndorff-Nielsen (1998) and Barndorff-Nielsen and Lévendorski (2001)), and extended Koponen’s family (a.k.a. KoBoL model and CGMY model). Koponen (1995) introduced a symmetric version; Boyarchenko and Levendorski (1999, 2000), gave a non-symmetric generalization; later a subclass of this model appeared under the name CGMY-model in Carr et al. (2002), and Boyarchenko and Levendorski (2002a-c) used the name KoBoL family. The two important exceptions are Variance Gamma Processes (VGP; see, e.g., Madan et al. (1998)) and stable Lévy processes. The characteristic exponent of a stable Lévy process does not admit the analytic continuation into a strip adjacent to the real line, therefore, call options cannot be priced. VGP satisfy the conditions of the first definition of RLPE but not the second one, since the characteristic exponent behaves like \( \text{const} \cdot \ln |\xi| \), as \( \xi \rightarrow \infty \).

If \( \nu \geq 1 \) or \( \mu = 0 \), then the order of the KoBoL process equals to the order of the infinitesimal generator as PDO, but if \( \nu < 1 \) and \( \mu \neq 0 \), then the order of the process is \( \nu \), and the order of the PDO \( -L = \psi(D) \) is 1. Hyperbolic and normal inverse Gaussian processes are RLPEs of order 1, and the generalization of normal inverse processes constructed in Barndorff-Nielsen and Léendorski (2001) contains processes of any order \( \nu \in (0, 2) \). If there is a diffusion component, the order of the process is 2.

The difference between the definition in terms of the Lévy density and the one in terms of the characteristic exponent is apparent in the case of a VGP without the diffusion component: the Lévy density is given by \( F(x) \) with \( \nu = 0 \) but the characteristic exponent involves a logarithmic function. Hence, the infinitesimal generator of a VGP is not of order 0.

Appendix B. Behavior of the price of the barrier option near the barrier

It is extremely difficult if at all possible to study the behavior of the price of a barrier option near the barrier for an arbitrary Lévy process \( X_t \). We concentrate on several classes of processes used in empirical studies of financial markets. M. Boyarchenko (2009) proved for wide classes processes of finite variation with positive drift and non-vanishing transition densities (this class contains RLPEs), and payoff functions, which are not identically zero above the barrier, that the price of a down-and-out option is discontinuous at the boundary. Below, we prove that the delta of the down-and-out barrier option is unbounded in the vicinity of the barrier assuming that \( X_t \) is an RLPE of order \( \nu \geq 1 \) or of order \( \nu \in (0, 1) \) with \( \mu = 0 \).

Let \( V_{\text{eur}}(t, x) \) be the price of the European option with the payoff \( G(X_T) \), and set \( V_1 = V_{\text{eur}} - V \). This is the price of the option which pays \( G_1(t, X_t) = V_{\text{eur}}(t, X_t) \) the
first time $X_t$ reaches or crosses the barrier, and expires; at $t > T$, the option expires worthless. For an RLPE, the jump density is positive on $\mathbb{R} \setminus 0$, therefore, for all $t < T$ and $x \leq h$, $G_1(t, x) = V_{eur}(t, x) > 0$. Suppose for the moment that $G_1 \equiv 1$; then $V_1$ is the price of the first touch digital option. Boyarchenko and Levendorskiï (2002c, Theorem 7.4 and Eq. (7.56)) proved that if $\nu \geq 1$, then there exist $\kappa_\epsilon \in (0, 1), \delta > 0$ and, for each $t < T$, $c(t) > 0$ such that, as $x \downarrow h$,

(B.1) \[ V_1(t, x) = 1 - c(t)(x - h)^{\kappa_\epsilon} + O((x - h)^{\kappa_\epsilon + \delta}). \]

Equivalently, the price of the digital down-and-out option has the asymptotics

(B.2) \[ V(t, x) = c(t)(x - h)^{\kappa_\epsilon} + O((x - h)^{\kappa_\epsilon + \delta}). \]

In the case $G_1 = V_{eur}$, one can either prove (B.1) modifying in the straightforward fashion the proof of Theorem 7.4 in Boyarchenko and Levendorskiï (2002c). The first step of the proof is the explicit formula for the solution, which we describe in the case $h = 0$. In Eq. (7.13) in Boyarchenko and Levendorskiï (2002c), one should replace $1/((\xi \eta))$, which is the Fourier transform of $1_{x < 0, \tau > 0}$, with the Fourier transform of $G_1(T - \tau, x)1_{x < 0, \tau > 0}$. After that, one has to modify the calculations in Boyarchenko and Levendorskiï (2002c). The calculations are typical for calculations of asymptotic expansions and rather tedious (cf., e.g., Eskin (1973), Chapter 9).

**APPENDIX C. ALGORITHMS**

C.1. **Algorithm of the FWH-method.** We assume that the “drift” $\mu = 0$ (except the VGP case); non-zero $\mu$ can be eliminated by the change of variable $x = x' + \mu t$.

I. **Preliminary steps**

Step 1. Input $r$, $\omega$ and parameters of the characteristic exponent $\psi(\xi)$ (see (A.16)-(A.17)). Redefine $\psi(\xi) = \psi(\xi + i\omega) - \psi(i\omega)$.

Step 2. Input space step $d$.

Step 3. Input the scale of logprice range $L$. Define the localization domain $(x_{\text{min}}; x_{\text{max}})$ for the space variable $x$. Set $x_{\text{min}} = L \cdot \ln(0.5)$ and $x_{\text{max}} = L \cdot \ln(2.0)$. The choice $L = 1$ is optimal for typical parameter values.

Step 4. Define the number of space points $M$ as follows. Find a positive integer $m$ such that $2^{m-1} < \frac{x_{\text{max}} - x_{\text{min}}}{2d} \leq 2^m$, and set $M = 2^m$.

Step 5. Input time to maturity $T$, the number of time steps $N$, and set $\Delta t = T/n$, $q = (\Delta t)^{-1} + r + \psi(i\omega)$.

Step 6. Set $\xi_k = \frac{2k}{Md}, k = -M+1, \ldots, M$, and find $p_k = q(q + \psi(\xi_k))^{-1}, k = -M+1, \ldots, -1$, and $p_0 = 1, p_{-M} = q \Re(q + \psi(-\xi_M))^{-1}$. We need array $p_k, k = -M, \ldots, 0$ for approximation of $\mathcal{E}$ (see (2.23)).

Step 7. Find $(\ln \Phi)_k = \ln \Phi(\xi_k), k = 1, \ldots, M-1$, and $(\ln \Phi)_0 = 0, (\ln \Phi)_M = \Re\ln \Phi(\xi_M)$. We need array $(\ln \Phi)_k, k = -M, \ldots, 0$ for calculation of coefficients $b^d_k$ (see (2.15) and (2.24)).

Step 8. Using inverse FFT for real-valued functions, we find (see (2.24))

$$b_k = b^d_k = iRDFT[\ln \Phi](k), \quad k = -M + 1, \ldots, M.$$
Step 9. Set $b^n_k = -\sum_{l=-M+1}^{l=-1} b_k^l$, $b_k^l = b_{-k}$, $k = 1, \ldots, M$. $b_k^0 = 0$, $k = -M + 1, \ldots, -1$. We need the array $b_k^l$, $k = -M + 1, \ldots, M$ for calculation of $b^-(-\xi_l)$ (see (2.17), (2.25) and (2.26)).

Step 10. Find $b^-(-\xi_l) = \text{RDFT}[b^-](l)$, $l = 0, \ldots, M$.

Step 11. Set $b_0^0 = b_0 - b_0^0$, $b_k^0 = b_{-k}$, $k = -M + 1, \ldots, -1$ $b_k^0 = 0$, $k = 1, \ldots, M$. We need array $b_k^l$, $k = -M + 1, \ldots, M$ for calculation of $b^+(\xi_l)$ (see (2.16), (2.25) and (2.26)).

Step 12. Calculate $b^+(\xi_l) = \text{RDFT}[b^+](l)$, $l = 0, \ldots, M$.

Step 13. We find $p_l^\pm = \Lambda_{\pm}(\xi_l) \exp(b^\pm(\xi_l))$, $l = -M, \ldots, 0$ (see (2.25)). We need arrays $p_l^\pm$, $l = -M, \ldots, 0$ for the approximation of $E^\pm$ (see (2.26)).

II.A Pricing barrier option

Denote $v_j^k = v_j(x_k)$ and $w_j^k = w_j(x_k)$, $k = -M + 1, \ldots, M$, $j = N, N-1, \ldots, 0$. Let $G(S)$ be the payoff function.

Step 1. Input barrier $H$ and strike $K$. Set $\gamma = (q\Delta t)^{-1}$.

Step 2. Calculate values of payoff function: $v_N^k = e^{\omega x_k} G(He^{x_k})$, $k = -M + 1, \ldots, M$.

Step 3. Calculate (see (2.1) and (2.26))

$$w_{N-1}^k = i\text{RDFT}[\overline{p} \cdot \text{RDFT}[v_N]](k), \quad k = -M + 1, \ldots, M.$$  

Step 4. Calculation in cycle $s = N - 1, N - 2, \ldots, 1$.

a. Set $w_s^k = 0$, $k \leq 0$.

b. Applying direct and inverse FFT, we calculate (see (2.3) and (2.23))

$$w_{s-1}^k = \gamma i\text{RDFT}[\overline{p} \cdot \text{RDFT}[w_s]](k), \quad k = -M + 1, \ldots, M.$$  

Step 5. Set $w_0^k = 0$, $k \leq 0$.

Step 6. Applying direct and inverse FFT, we calculate (see (2.2) and (2.26))

$$v_0^k = \gamma i\text{RDFT}[\overline{p} \cdot \text{RDFT}[w_0]](k), \quad k = -M + 1, \ldots, M$$  

Step 7. Output: spot price: $S_k = He^{x_k}$; option price: $V_k = e^{-\omega x_k}v_0^k$, $k = 1, \ldots, M$.

II.B Pricing American put option

Denote $v_j^k = v_j(x_k)$ and $w_j^k = w_j(x_k)$, $k = -M + 1, \ldots, M$, $j = N, N-1, \ldots, 0$.

Step 1. Input strike $K$. Set $\gamma = (q\Delta t)^{-1}$.

Step 2. Calculate values of payoff function: $v_N^k = 0$, $k = -M + 1, \ldots, 0$ and $v_N^k = e^{\omega x_k}(Ke^{x_k} - K)$, $k = 1, \ldots, M$.

Step 3. Calculate (see (3.11) and (2.26))

$$w_{N-1}^k = i\text{RDFT}[\overline{p} \cdot \text{RDFT}[v_N]](k), \quad k = -M + 1, \ldots, M.$$  

Step 4. Calculation in cycle $s = N - 1, N - 2, \ldots, 1$.

a. Set $w_s^k = w_s^k - e^{\omega x_k}K\Delta tr$. If $w_s^k < 0$, then set $w_s^k = 0$.

b. Applying direct and inverse FFT, we calculate (see (3.15) and (2.23))

$$w_{s-1}^k = \gamma i\text{RDFT}[\overline{p} \cdot \text{RDFT}[w_s]](k), \quad k = -M + 1, \ldots, M.$$  

Step 5. Set $w_0^k = w_0^k - e^{\omega x_k}K\Delta tr$. If $w_0^k < 0$, then set $w_0^k = 0$. 


Step 6. Applying direct and inverse FFT, we calculate (see (2.2) and (2.26))
\[ v^k_0 = \gamma i R D F T[\overline{p} \cdot R D F T[w_0]](k), \quad k = -M + 1, \ldots, M \]
Step 7. Output: spot price: \[ S_k = K e^{x_k}; \] option price: \[ V_k = e^{-\omega x_k} v^k_0 - K e^{x_k} + K, \quad k = 1, \ldots, M. \]

**Remark:**

a) Approximation of the Fourier transform (resp., inverse Fourier transform) using FFT (resp., iFFT) involves two types of errors: truncation error and discretization error. For an RLPE, the truncation error for FFT can be made small very easily because the put option price decays exponentially as \( x \to +\infty \) (we may consider the put options only because of the call-put parity) and, after that, the discretization error can be controlled by decreasing the step \( d \) of the grid in \( x \)-space, equivalently, increasing the number of points \( M = 2^m \) of the grid. Now, consider the inverse Fourier transform. Assuming that the truncated region on the line \( \text{Im} \xi = \omega \) is of the form \([-\Lambda + i\omega, \Lambda + i\omega]\), and denoting the step of the uniform grid by \( \zeta \), we have \( d\zeta/(2\pi) = 1/M \), hence, \( \Lambda = 2^{m-1}\zeta = \pi/d \). It follows that if we keep the truncated region in \( x \)-space fixed and decrease \( d \) (equivalently, increase \( m \)) then we can control the truncation error of iFFT but not the discretization error. To control the latter, we need to increase the truncated region in \( x \)-space and, in addition, increase \( M \) by a larger factor. In the numerical examples in Section 4, we use the truncated region in \( x \)-space sufficiently large so that the doubling the region and increasing the number of points 4-fold changes the option price by 0.01\% or less.

Note that real-FFT is two times faster than FFT.

b) Note that in the program implemented to Premia 11 one can manage by three parameters of the algorithm: the space step \( d \), the scale of logprice range \( L \) and the number of time steps \( N \). Parameter \( L \) controls the size of the truncated region in \( x \)-space (see remark a)). The typical values of the parameter are \( L = 1 \), \( L = 2 \) and \( L = 4 \). To improve the results one should decrease \( d \) and/or increase \( N \), when \( L \) is fixed. It should be noted that FWH-method converges sufficiently fast.
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TABLE C.1. Down-and-out put prices in KoBoL model, $\nu = 0.5$

**A**

<table>
<thead>
<tr>
<th>Spot price</th>
<th>MC</th>
<th>FDS</th>
<th>FWH</th>
<th>CV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sample $d = 0.0001$</td>
<td>$d = 0.001$</td>
<td>$d = 0.001$</td>
<td>$d = 0.0005$</td>
</tr>
<tr>
<td>$S = 91$</td>
<td>0.236500</td>
<td>0.235866</td>
<td>0.236491</td>
<td>0.236720</td>
</tr>
<tr>
<td>$S = 101$</td>
<td>0.569974</td>
<td>0.568303</td>
<td>0.567766</td>
<td>0.568134</td>
</tr>
<tr>
<td>$S = 111$</td>
<td>0.383990</td>
<td>0.385349</td>
<td>0.385557</td>
<td>0.385287</td>
</tr>
<tr>
<td>$S = 121$</td>
<td>0.209492</td>
<td>0.208223</td>
<td>0.208406</td>
<td>0.208196</td>
</tr>
<tr>
<td>$S = 131$</td>
<td>0.108359</td>
<td>0.107439</td>
<td>0.107516</td>
<td>0.107403</td>
</tr>
<tr>
<td>CPU-time (sec)</td>
<td>25,000</td>
<td>97,300</td>
<td>0.22</td>
<td>0.45</td>
</tr>
</tbody>
</table>

**B**

<table>
<thead>
<tr>
<th>Spot price</th>
<th>MC</th>
<th>FDS</th>
<th>FWH</th>
<th>CV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sample $d = 0.0001$</td>
<td>$d = 0.001$</td>
<td>$d = 0.001$</td>
<td>$d = 0.0005$</td>
</tr>
<tr>
<td>$S = 91$</td>
<td>1.3%</td>
<td>-0.0027</td>
<td>0.0027</td>
<td>0.0000</td>
</tr>
<tr>
<td>$S = 101$</td>
<td>0.8%</td>
<td>-0.0054</td>
<td>-0.0029</td>
<td>-0.0039</td>
</tr>
<tr>
<td>$S = 111$</td>
<td>1.0%</td>
<td>0.0026</td>
<td>0.0035</td>
<td>0.0041</td>
</tr>
<tr>
<td>$S = 121$</td>
<td>1.4%</td>
<td>-0.0067</td>
<td>-0.0061</td>
<td>-0.0052</td>
</tr>
<tr>
<td>$S = 131$</td>
<td>1.9%</td>
<td>-0.0101</td>
<td>-0.0085</td>
<td>-0.0078</td>
</tr>
</tbody>
</table>

**C**

<table>
<thead>
<tr>
<th>Spot price</th>
<th>FWH</th>
<th>CV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sample $d = 0.0001$</td>
<td>$d = 0.000005$</td>
</tr>
<tr>
<td>$S = 91$</td>
<td>0.00540</td>
<td>0.00265</td>
</tr>
<tr>
<td>$S = 101$</td>
<td>0.00246</td>
<td>0.00152</td>
</tr>
<tr>
<td>$S = 111$</td>
<td>0.00095</td>
<td>0.00149</td>
</tr>
<tr>
<td>$S = 121$</td>
<td>0.00062</td>
<td>0.00150</td>
</tr>
<tr>
<td>$S = 131$</td>
<td>0.00165</td>
<td>0.00237</td>
</tr>
</tbody>
</table>

KoBoL parameters: $\nu = 0.5$, $\lambda_+ = 9$, $\lambda_- = -8$, $c = 1$, $\mu \approx 0$.

Option parameters: $K = 100$, $H = 90$, $r = 0.072310$, $T = 0.5$.

Algorithm parameters: $d$ – space step, $N$ – number of time steps, $S$ – spot price.

Panel A: Option prices calculated by using MC, FDS, FWH and CV methods.

Panel B: Relative errors w.r.t. MC; MC errors indicate the ratio between the half-width of the 95% confidence interval and the sample mean.

Panel C: Relative errors w.r.t. FDS.
Table C.2. Down-and-out put prices in KoBoL model, $\nu = 0.5$, $T = 0.1$

<table>
<thead>
<tr>
<th>Spot price</th>
<th>MC $d = 0.0001$</th>
<th>FDS $d = 0.001$</th>
<th>FWH $d = 0.001$</th>
<th>CV $d = 0.000002$</th>
<th>ExtCV $d = 0.000001$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S = 91$</td>
<td>2.34771</td>
<td>2.349327</td>
<td>2.35472</td>
<td>2.35060</td>
<td>2.247170</td>
</tr>
<tr>
<td>$S = 101$</td>
<td>1.00787</td>
<td>1.009248</td>
<td>1.01028</td>
<td>1.00977</td>
<td>1.003694</td>
</tr>
<tr>
<td>$S = 111$</td>
<td>0.17782</td>
<td>0.177806</td>
<td>0.17981</td>
<td>0.17802</td>
<td>0.176402</td>
</tr>
<tr>
<td>$S = 121$</td>
<td>0.04990</td>
<td>0.04933</td>
<td>0.04932</td>
<td>0.04938</td>
<td>0.048932</td>
</tr>
<tr>
<td>$S = 131$</td>
<td>0.01700</td>
<td>0.01726</td>
<td>0.01725</td>
<td>0.01708</td>
<td>0.016900</td>
</tr>
<tr>
<td>CPU-time (sec)</td>
<td>5.000</td>
<td>99.000</td>
<td>0.22</td>
<td>0.45</td>
<td>0.47</td>
</tr>
<tr>
<td>$S = 91$</td>
<td>0.4%</td>
<td>0.0007</td>
<td>0.0030</td>
<td>0.0020</td>
<td>0.0012</td>
</tr>
<tr>
<td>$S = 101$</td>
<td>0.6%</td>
<td>0.0014</td>
<td>0.0024</td>
<td>0.0029</td>
<td>0.0019</td>
</tr>
<tr>
<td>$S = 111$</td>
<td>1.5%</td>
<td>-0.0001</td>
<td>0.0009</td>
<td>0.0011</td>
<td>0.0011</td>
</tr>
<tr>
<td>$S = 121$</td>
<td>2.9%</td>
<td>-0.0104</td>
<td>-0.0115</td>
<td>-0.0116</td>
<td>-0.0105</td>
</tr>
<tr>
<td>$S = 131$</td>
<td>5.1%</td>
<td>0.0041</td>
<td>0.0153</td>
<td>0.0151</td>
<td>0.0049</td>
</tr>
</tbody>
</table>

KoBoL parameters: $\nu = 0.5$, $\lambda_+ = 9$, $\lambda_- = -8$, $c = 1$, $\mu \approx 0$.
Option parameters: $K = 100$, $H = 90$, $r = 0.072310$, $T = 0.1$.
Algorithm parameters: $d$ – space step, $N$ – number of time steps, $S$ – spot price.
Panel A: Option prices calculated by using MC, FDS, FWH and CV methods.
Panel B: Relative errors w.r.t. MC; MC errors indicate the ratio between the half-width of the 95% confidence interval and the sample mean.
Panel C: Relative errors w.r.t. FDS.
### A

<table>
<thead>
<tr>
<th>Spot price</th>
<th>MC</th>
<th>FWH</th>
<th>CV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample mean</td>
<td>$d = 0.001$</td>
<td>$d = 0.001$</td>
<td>$d = 0.0005$</td>
</tr>
<tr>
<td>$N = 400$</td>
<td>$N = 800$</td>
<td>$N = 400$</td>
<td>$N = 1600$</td>
</tr>
<tr>
<td>$S = 81$</td>
<td>0.52594</td>
<td>0.51910</td>
<td>0.52006</td>
</tr>
<tr>
<td>$S = 91$</td>
<td>2.43882</td>
<td>2.44293</td>
<td>2.44245</td>
</tr>
<tr>
<td>$S = 101$</td>
<td>2.38503</td>
<td>2.37687</td>
<td>2.37367</td>
</tr>
<tr>
<td>$S = 111$</td>
<td>1.59189</td>
<td>1.57833</td>
<td>1.57566</td>
</tr>
<tr>
<td>$S = 121$</td>
<td>0.87757</td>
<td>0.87569</td>
<td>0.87463</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Spot price</th>
<th>CPU-time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$50,000$</td>
<td>$0.22$</td>
</tr>
</tbody>
</table>

### B

<table>
<thead>
<tr>
<th>Spot price</th>
<th>MC error</th>
<th>FWH</th>
<th>CV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample mean</td>
<td>$d = 0.001$</td>
<td>$d = 0.001$</td>
<td>$d = 0.0005$</td>
</tr>
<tr>
<td>$N = 400$</td>
<td>$N = 800$</td>
<td>$N = 400$</td>
<td>$N = 1600$</td>
</tr>
<tr>
<td>$S = 81$</td>
<td>1.3%</td>
<td>-0.0119</td>
<td>-0.0130</td>
</tr>
<tr>
<td>$S = 91$</td>
<td>0.5%</td>
<td>0.0013</td>
<td>0.0017</td>
</tr>
<tr>
<td>$S = 101$</td>
<td>0.5%</td>
<td>-0.0049</td>
<td>-0.0034</td>
</tr>
<tr>
<td>$S = 111$</td>
<td>0.7%</td>
<td>-0.0103</td>
<td>-0.0085</td>
</tr>
<tr>
<td>$S = 121$</td>
<td>0.9%</td>
<td>-0.0035</td>
<td>-0.0021</td>
</tr>
</tbody>
</table>

KoBoL parameters: $\nu = 1.2$, $\lambda_+ = 8.8$, $\lambda_- = -14.5$, $c = 1$, $\mu = 0.824313$.

Option parameters: $K = 100$, $H = 80$, $r = 0.04879$, $T = 0.1$.

Algorithm parameters: $d$ – space step, $N$ – number of time steps, $S$ – spot price.

Panel A: Option prices calculated using MC, FWH and CV methods.

Panel B: Relative errors w.r.t. MC; MC errors indicate the ratio between the half-width of the 95% confidence interval and the sample mean.
Table C.4. Down-and-out put prices in VG model, negative drift

<table>
<thead>
<tr>
<th>Spot price</th>
<th>MC</th>
<th>FDS</th>
<th>FWH</th>
<th>CV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sample mean</td>
<td>N = 800</td>
<td>N = 200</td>
<td>N = 400</td>
</tr>
<tr>
<td>S = 91</td>
<td>3.783015</td>
<td>7.394133</td>
<td>7.390715</td>
<td>7.394453</td>
</tr>
<tr>
<td>S = 101</td>
<td>1.40095</td>
<td>1.405228</td>
<td>1.403736</td>
<td>1.405659</td>
</tr>
<tr>
<td>S = 111</td>
<td>0.041495</td>
<td>0.042338</td>
<td>0.042406</td>
<td>0.042369</td>
</tr>
<tr>
<td>S = 121</td>
<td>0.000768</td>
<td>0.000736</td>
<td>0.000734</td>
<td>0.000713</td>
</tr>
<tr>
<td>CPU-time (sec)</td>
<td>25,000</td>
<td>128,000</td>
<td>0.0079</td>
<td>0.0158</td>
</tr>
</tbody>
</table>

Panel A: Option prices calculated by using MC, FDS, FWH and CV methods.
Panel B: Relative errors w.r.t. MC; MC errors indicate the ratio between the half-width of the 95% confidence interval and the sample mean.
Panel C: Relative errors w.r.t. FDS.

VG parameters: $\lambda_+ = 56.4414, \lambda_- = -21.8735, c = 5, \mu = -0.0973754$.
Option parameters: $K = 100, H = 80, r = 0.04879, T = 0.5$.
Algorithm parameters: $d$ – space step, $N$ – number of time steps, $S$ – spot price.
Panel A: Option prices calculated by using MC, FDS, FWH and CV methods.
Panel B: Relative errors w.r.t. MC; MC errors indicate the ratio between the half-width of the 95% confidence interval and the sample mean.
Panel C: Relative errors w.r.t. FDS.
Table C.5. Down-and-out put prices in VG model, positive drift

<table>
<thead>
<tr>
<th>Spot price</th>
<th>MC</th>
<th>FDS</th>
<th>FWH</th>
<th>CV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sample mean</td>
<td>$d = 0.00025$</td>
<td>$d = 0.005$</td>
<td>$d = 0.005$</td>
</tr>
<tr>
<td>$S = 81$</td>
<td>2.99941</td>
<td>2.993117</td>
<td>2.977941</td>
<td>2.996258</td>
</tr>
<tr>
<td>$S = 101$</td>
<td>1.87517</td>
<td>1.870955</td>
<td>1.863893</td>
<td>1.867966</td>
</tr>
<tr>
<td>$S = 111$</td>
<td>0.833637</td>
<td>0.836202</td>
<td>0.835492</td>
<td>0.835848</td>
</tr>
<tr>
<td>$S = 121$</td>
<td>0.358665</td>
<td>0.361734</td>
<td>0.362460</td>
<td>0.361995</td>
</tr>
</tbody>
</table>

CPU-time (sec) | 25,000 | 17,300 | 0.0140 | 0.0280 | 0.0280 | 0.21 | 0.94 |

<table>
<thead>
<tr>
<th>Spot price</th>
<th>MC error</th>
<th>$d = 0.00025$</th>
<th>$d = 0.005$</th>
<th>$d = 0.005$</th>
<th>$d = 0.0025$</th>
<th>$d = 0.001$</th>
<th>$d = 0.0005$</th>
<th>ExtCV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S = 81$</td>
<td>0.5%</td>
<td>-0.0021</td>
<td>-0.0072</td>
<td>-0.0011</td>
<td>-0.0083</td>
<td>-0.0056</td>
<td>-0.0019</td>
<td>0.0018</td>
</tr>
<tr>
<td>$S = 91$</td>
<td>0.4%</td>
<td>0.0022</td>
<td>-0.0040</td>
<td>-0.0002</td>
<td>-0.0041</td>
<td>-0.0088</td>
<td>-0.0055</td>
<td>-0.0021</td>
</tr>
<tr>
<td>$S = 101$</td>
<td>0.6%</td>
<td>-0.0022</td>
<td>-0.0060</td>
<td>-0.0038</td>
<td>-0.0061</td>
<td>-0.0059</td>
<td>-0.0055</td>
<td>-0.0050</td>
</tr>
<tr>
<td>$S = 111$</td>
<td>0.9%</td>
<td>0.0031</td>
<td>0.0022</td>
<td>0.0027</td>
<td>0.0022</td>
<td>0.0017</td>
<td>0.0012</td>
<td>0.0008</td>
</tr>
<tr>
<td>$S = 121$</td>
<td>1.4%</td>
<td>0.0086</td>
<td>0.0106</td>
<td>0.0093</td>
<td>0.0105</td>
<td>0.0071</td>
<td>0.0067</td>
<td>0.0063</td>
</tr>
</tbody>
</table>

Panel A: Option prices calculated by using MC, FDS, FWH and CV methods.
Panel B: Relative errors w.r.t. MC; MC errors indicate the ratio between the half-width of the 95% confidence interval and the sample mean.
Panel C: Relative errors w.r.t. FDS.

VG parameters: $\lambda_+ = 14.4093$, $\lambda_- = -60.2427$, $c = 6.25$, $\mu = 0.363531$.
Option parameters: $K = 100$, $H = 80$, $r = 0.04879$, $T = 0.5$.
Algorithm parameters: $d$ – space step, $N$ – number of time steps, $S$ – spot price.