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Abstract

To estimate the lookback option price we will use a method elab-
orated by Feng and Linetsky (see [1]). This method consist of esti-
mating the exponential moments of the discrete maximum by using
Hilbert transform.

1 Preliminaries

Assume that the spot S; follows an exponential Levy process (i.e S; = eXt)
where X} is a Levy process defined by the characteristic triplet(u, o, ). Hence
its characteristic is obtained by:

E(eith) — oW

where

() = T —ing = [ @ —1—igylyav(dy)

One denotes My as the discreetly observed maximum of the Levy process is
given by X,

B 0252

Mpy = max X;
j<N Y
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Since the interest is focused on the estimation of E(e*M~), let Z; be the

process defined by
Zt _ etherp(—z’s)

then Z, is a positive martingal with an expectation equal to 1 which is used
to define an equivalent measure probability P* as following, for ¢t < T

dP*
dp
Under this new measure X; remains a Levy process with a characteristic func-
tion ¢} (¢) = 2¥=) This measure transform (called the Esscher transform)

qﬁt(fzs)
allows one to write

|-7:t: Zt

E(esMN) — E(esMN—sXNesXN)
e*Tw(*iS)]E(Ztes(MN*XN))
e—Tw(—is)]E*(es(MN—XN))

It is easier to consider My — Xy. Indeed, one can compute its distribution
recursively.

Mj — X]’ = max(Mj_l - Xj,O)
= max((M;—1 — Xj) — (X; — X;),0)

fj is the distribution density of M; — X, and pj the transition probability
density of the process Xa under P*. One notices clearly that (M;_; — X,_4)
and (X; — X,_1) are independent according to the proprieties of the Levy
process. Due to this independence, a recurrence relation can be easily es-
tablished between (M;_; — X;_;) and (X; — X;_;) in order to compute by
convolution fj+1.

f; can be therefore decomposed into 2 parts, f;(x) = Lo,oof(2)- fj(2)+Cj.00().
Thus, fo(z) = 1j0.00((7). fo(x) + Co.00(x) with fy(z) =0 and Cp = 1

fO - 07 CO =1
i) = Crpa(=2) + [ fi-1(5) Lo.ei()pa(y — 2)dy
C;=1- /fj(x).l]ovoo[(x)dx
After N computations, one will be able to determine

E(e™MV) = ¢p(—is)E*(e"Mr—¥n))
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2 Computing the exponential moment in the
Fourier space

By passing to the Fourier space, one avoids using the transition probabil-
ity density pj which is often difficult to approach and will use instead the
characteristic function ¢*. But first, it is important to denote that

9i (%) = Ljo,00(2)(Cj-1™pp (=) + / fici()e** ™ pa(y — x)dy)
which leads to obtain
Or(—is)E" ("N X)) = g (~is) (Crx + [ gx(a)de)

The Hilbert Transformation is also introduced and defined by

H(w) = 2pv. [ LW g,

T RT—Y

where P.V. is the principal value. Among its properties, there is:

F(sign(x) f(x))(€) = iH()(©)
which if considered from a different perspective, gives almost everywhere
I
Lo oo = 5 (sign(z) +1)

Thus, one obtains immediately

F(flos) = 5f(€) + H()()

DO | —

And then, the recurrence becomes

co=1,fo=0

GRS

05(6) = 5OA(=E +is)(esr +851(6) + SHGA(-n+s) i1 + 351 (m))E)

¢j=1— f;(0)

BA(=E)(esr + Fi(©) + SHIG(=n)esr + i )@

This will give finally

E(GSMN) = ¢r(—is)(cy + gn(0))
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3 Approximation of the Hilbert transform

For our numerical computation, one will estimate the Hilbert transform by

_ (a=mh)
M) (@) = B2y, f(mh)- W([Wm) )

h

It is important to note that if z = mgh then
1—(=1)mo—m
=M h)—————
H(f)(fﬁ) mf—M,myémof(m ) 7T(m() _ m)

So one will approximate the (fj)jgN and (§;);<n on the grid kh; —M < k < M
and the final algorithm which will be implemented becomes

Funa (W) = SO (=RR) (i1 + ()

i . A 1— (=1)km
+ %E%:—M,m#é%(—mh)(%—l + fj—l(mh))m
. 1, . R
Ginm(hk) = 5%(—/‘?}1 +is)(cj1 + gj-1(kh))
i . , ) 1 — (=1)k=m
+ %Z%:—M,myékqu(_mh +is)(cj-1 + gj—l(mh))m
Let’s consider
I I N T
-2 1 Z o0 20 ' :
21 21 21 :
0 = 1 = 0 i :
-2 0 Z 1 Z 0 :
1 21 21 21 :
—& 0 2 0 % 1 :
0 :
_2M2fr17r 1
oR(MR) 0 ... ... 0
Par=1 0 . ¢a(0)

0 .. 0 Gu(-Mh)
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Then the algorithm becomes
Fy = Hy[® p(Cj1 + Fj)]
Gj = Hy[®h ¢(Cj1 + Gj1)]

¢j =1~ (F)ars11 =1 — finu(0)

H,, is a Toeplitz matrix, it is therefore possible to transform it into a circulant
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Matrix K4M+1
[ 2i 2 2% 1 T 2 _2 g _z2i
s 3¢ 2M+I1w 2M+1w 3
2 2 : ' 2i
g 1 T 0 2M+17w
=2 2t :
0 T 1 T
_ 2 =2
3 0 T 1
20 =2
0 3 0 g
4M+1(2)_§ ___2M+17r . . . . 1 . L
2 2 1 [ 2% . o]
2M+17w 2M+17w : ’ : g T
2 L —2i 2i
0 2M+1m : ’ 0 T 1 T
’ 2M+17 . B ks
21 0 2i % 0 ~2i ]
L p P “ .. 2M+1Tl'_ L 2M+17T P |
where
1
2
T
0
2
3
2
V= 2M+1mw
21
2M+17
2
3
0
2

Thanks to the Fast Fourier Transform (FFT), the product matrix-vector can
be easily computed in O(M log,(M)) operations instead of O(M?). Indeed,

Vv

FFT—I(FFT(‘Q/) 0 FFT(X)) = Kunroa (5

)X
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So to calculate Hjy; X, one computes

1 2% g 2 2i 2 2 g 2]
T 3 o 2M+1m 2M+1m " 3T T
21 21 .. .. 2 . .
ra 1 s 0 : : 2M+17
_21 21 . . .
0 - L 7
2i 92
. 0 W= 0 =
- . 2 .. .. .. .. 1 .. .. .. .. .. x2]\/[+1
9 | [T 2Mm+1x : . : . 1L . . . . . 0
2 2 e e 2 i 1 2% | )
2M+17 2M+1m : : ' T T :
2i S 9 2
0 2M+17 ' : 0 T 1 T 0
. . . 2% 0 . 24
g : : : oM+ 1m , : o
2t 0 21 % 0 =2 1
G yesell by = |
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