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Abstract

This paper is devoted to the simulation of the Credit Valuation Adjustment (CVA) using
a pure Monte Carlo technique with Malliavin Calculus (MCM). The procedure presented is
based on a general theoretical framework that includes a large number of models as well as
various contracts, and allows both the computation of CVA and its sensitivity with respect
to the different assets. Moreover, we provide the expression of the backward conditional
density of assets vector that can be simulated off-line in order to reduce the variance of the
CVA estimator. Using the suitability of MCM to parallel architectures and thus to a Graphic
Processing Unit (GPU) implementation, we show that the results obtained are accurate once
sufficient number of trajectories are simulated. Both complexity and accuracy are studied
for MCM and regression methods and compared to the square Monte Carlo benchmark.

1 Introduction

After the 2007 economic crisis, several laws were issued for better financial regulation. Among
the most important measures are those taken at Basel III that include the calculation of the
CVA (Credit Valuation Adjustment) as an important part of the prudential rules. In a
financial transaction between a party A that has to pay another party B some amount V,
the CVA value is the price of the insurance contract that covers the default of party A to pay
the whole sum V. In other words, in the absence of arbitrage opportunities, the CVA is the
value of liquid products that must be saved to deal with counterparty default (see [13, 14]).
Formally speaking, the CVA is given by the following equality

CVA 7 = (1 - R)E; (Vi yerer), (1)

where R (assumed equal to zero in this paper) is the recovery to make on the portfolio if
the counterparty defaults, E; denotes the conditional expectation knowing all the available
information at ¢, V; is the process of the value exposure to the counterparty, 7 is the random



default time of the counterparty, 1" is the protection time horizon and the positive part
function is denoted either by * or ;.

What makes difficult the numerical approximation of (1) is the expression of V; that
does not only includes assets, but also European contracts and American contracts. Said
differently, once the stochastic model of the assets is fixed, one needs to simulate contracts
before simulating the value of the CVA. The approximation of (1) is performed through three
steps: First, simulating the assets S; = (S}, ..., S,fl) trajectories, then simulating the contracts
trajectories to get V; trajectories as a sum over the whole exposure:

Z¢6$p St +Z¢euz St +Z¢$(tj St +Z zat (2)

where e, i1, td and ia are the exposure indices and:

¢°*P is an explicit function that represents pure assets transaction, for example: ¢“*P(S;,) =

Siy, = S,

k k-’

¢°* is a path-independent European contract. It is a contract involving only the simulation
of the assets S; at ¢ = T and whose expression is given thanks to an explicit payoff
function f¢“ by

¢ (Sy,) = E(f(Sr)|Ss,), with t), € [0,T], (3)

for example: f€4(Sy) = (S — S2.)

cud is a path-dependent European contract. It is a contract involving the simulation of the

whole discretized path of Sy at t € {to,t1,...,T} and whose expression is given thanks
to a path-dependent payoff function fe“d at each time t; by

¢eUd(Stk) - (f€Ud(Stk+1)‘Stk)v (4)

for example: ffk“d(Stk ) =0 max St Lvsl —8? ), where V is the maximum opera-

tor. In the previous example, the dependence of the payoff according to the information

available at time tj, is illustrated by [max Stli.
1= RARS

k+1 k+1

IR ]

¢™ is an American contract. It is a contract that depends on the assets path through an

optimal stopping problem implemented by the dynamic programming algorithm

Pt (Su) = [(Su) V E(94}, (Stn)|Se) ()

with f an explicit payoff that generally does not depend on the asset path.
Without loss of generality, assuming ¢t = 0 and R = 0 in (1), the last step of approximating

CVAq 1 is based on a time discretization, to get

N-1

CVAyr ~ Z E (VtilTG(tk,tk-s-ﬂ) (6)
k=0

and N must be smaller or equal to the number of time steps used to approximate the
trajectories of the assets.



The last point that has to be specified is the model used for the default time 7 and how
it should be related to the V; dynamics. In this paper, the two main families of modeling
default time are studied: i) The reduced form family, ii) The structural family. For each
family, a specific model involving dependence between the exposure and the default time
(so called WWR/RWR) is considered with its associated expressions of the computation of
CVAy 7 and 653 CVAq 7, where S} is the it" spot price. The latter quantities will be expressed
only as a function of the exposure and its gradient vector.

The common point between the expressions (3), (4) and (5) is the computation of a
conditional expectation that should be simulated before the approximation (6). In this
paper, we reexpress both the conditional expectation involved and its gradient using Malliavin
Calculus. Denoting E(f(St,.,)|St,) = ¢(S,), we aim at computing

o(x) = E(f(S4,.,)|S, = x) and Op,0(x) with x; € {z1,...,24}. (7)

References [15, 20] were first to propose the use of Malliavin Calculus respectively to express
the conditional expectation in finance and to employ it in American contract simulation.
While [19, 7] were first to study deeply the use of localization technique with Malliavin
Calculus, respectively in one dimension and in the multidimensional case, and its application
for density simulation and optimal portfolio selection. The results presented in this paper are
more related to [2]. In fact, in the latter reference, the results presented go beyond Markov
diffusions setting and it can be applied to a large family of multidimensional stochastic
volatility models. Using Malliavin Calculus, we rewrite (7) as a quotient of expectations that
can be simulated by Monte Carlo. Moreover, we express the backward conditional density
and its gradient as a quotient of expectations that can be simulated by Monte Carlo. When
this density and its gradient are known off-line for some trajectories (after discretization),
the values given in (7) can be efficiently approximated for any path-dependent or path-
independent function f.

One could wonder why it is more advantageous to use Malliavin Calculus with Monte
Carlo simulation (MCM) when compared to the direct use of a square! Monte Carlo simula-
tion. We will see that MCM is justified by its computational complexity which is smaller than
square Monte Carlo, in particular for the CVA that involves American contracts. Moreover,
in contrast to regression methods used in [14], we will justify that MCM is a nonparametric
method whose accuracy depends only on the number of simulated trajectories. Consequently,
one can increase “indefinitely” the accuracy by simulating more trajectories and using more
computational resources thanks to an efficient parallel implementation. Besides, MCM does
not have the drawback of using different regression basis when different contracts are in-
volved.

The easy adaptability to various models is a key advantage of our procedure, then we
present in Section 2 a brief summary of the different models that can be used. In Section 4,
we provide, on the one hand, the expression of the conditional expectation (7) as well as its
partial derivative and we introduce, on the other hand, the value of the backward conditional
density that can be simulated off-line to speedup the convergence of the CVA estimator. In
Section 77, we compare the computational complexity of MCM with the method that involves
regressions and with the square Monte Carlo method used as a benchmark. In addition to

I This is a two levels Monte Carlo simulation, one for simulating assets trajectories and another one for simulating
contracts trajectories.



the MCM general framework, its adaptability to parallel architecture and its good accuracy?
studied in Section 5 suffice to justify its use as a real alternative to regression methods.

2 Model families

In this Section, we present the general modelling framework of asset prices and counterparty
default for which MCM could be applied. We also express CVA 7 and 858 CVAq 1 using V;
and dg; V; whose values are given by (2) and

O Vi= 3 05 057(S) + S 0adli(S) + 3 ds Sy
ie i id
(8)
+ Zasg)ﬁb?ﬂ(st)-
a
The value of each ¢ term in (2) and its derivative in (8) has the general formulation (7) given
by ¢ and its derivative which are both computed thanks to the results presented in Section
4. Without loss of generality, we remind that we assume R = 0 in (1).
Let T be the protection time horizon, (2, F, P) a probability space on which we define
a d-dimensional standard Brownian motion W = (W', .., W%) and F = {F;}s<7 the P-
completion of the filtration generated by W until T. We denote by S; the vector of asset
prices S}, ..., S¢. which are the solutions of the following stochastic differential equations
ds; - i ,
? :ridt+Zaij(t)th, So==z2, t=1,..,d, (9)
¢ =
where r; are constants and o (t) = {04(t) }1<i j<d is a deterministic triangular matrix ({o4;(t) }i<; =
0). We suppose that the matrix o(¢) is invertible, bounded and uniformly elliptic which en-
sures the existence of the inverse matrix p(t) = 0 ~!(¢) and its boundedness. Dynamics (9)
is widely used for equity models, HJM interest rate models and variance swap models. One
should note that in the case where the dynamics of .S is given by local volatility model, we can
use a discretization scheme to reduce it to an SDE of type (9) on subintervals. The method-
ology developed in Section 4 can be extended to jump diffusion and stochastic volatility
models, Indeed:

i) We can replace (9) by the following SDE

dsi

5 =ridt + ) _oi()dW] +dJf, Sh=z, i=1,..4d,

=1

where J = (J!, ..., J d) is a jump process independent from W. Then the conditional
expectation in (7) is given by

Qp(w):E (E[f(Stk+1)|a ((JU)OSUSIL) 7Stk = :U”Stk = I‘) y L= (.’L‘l, ...,SL‘d)- (10)
The computations performed in Section 4 can be implemented to the inner expectation
in (10).

2Demonstrated here at least till dimension d = 3.



ii) We can replace (9) by the following stochastic volatility model,

dS} : = i i :
?g/ ZT,'dt—i-ZUZ'j(t, Wt)de, Sozzi, 1=1,..,d,

Jj=1

where W is a multidimensional Brownian motion correlated to W as it is done in [2].
Then the conditional expectation in (7) is given by

o) =E (Bl (Sieor)lo (Wadozuzt) .S, = 2|8y, =), & = (@1, 20) (1)

and the inner expectation in (11) and its partial derivative according to each z; can be
computed as explained in Section 4.

In addition to the large number of asset models that can be used, when assuming inde-
pendence between V,, and 7 in (1), one has a wide choice of the counterparty default time
distribution Py(du). In fact, under the independence assumption, we have

T T
CVAgr = /0 E (V,F|r) Pr(du) = /0 E (V") Pr(du),

T
Og; CVA = /0 E(asévu1{vu>o}) Py (du).

The permutation of the differentiation 853 and the expectation is possible thanks to Remark
4.1 ii).

In the following, we consider CVA models involving WWR or RWR, this implies that
V. and 7 are no longer assumed to be independent. ISDA (the International Swaps and
Derivatives Association) defines Wrong Way Risk as the risk that occurs when the ”exposure
to a counterparty is adversely correlated with the credit quality of that counterparty”, when
the Right Way Risk (RWR) refers to the opposite correlation. Consequently, the choice of
the counterparty default model will influence the CVA and 856 CVA expressions.

Using the literature [6, 5, 12, 13|, we distinguish two main ways to model the default time:
i) The structural family (firm value) and ii) The reduced form (intensity) family. However,
as pointed out by the authors of [18], there is no standard way to specify the dependence
between the counterparty default and the exposure. Subsequently, we will only give an
example for each default model with its CVA expressions.

2.1 CVA intensity models including WWR/RWR

In these models, we assimilate the default time as the first jumping time of a Poisson pro-
cess, where we denote by A its intensity. We point out that A can be even considered as
deterministic, either constant or time dependent, and even stochastic like in Cox model. If
)\ is deterministic, we have P(1 > 0) = e=*? and more precisely

P(r € (t,t +dt])

= Adt.
P(r > t)

P(r € (t,t+dt]|t >t) =




The same formula is true when )\; is Fy-adapted by conditioning with respect to F;. Defined
by

t
A(t) = / Asds,
0

the function A is commonly known as the hazard function or cumulated intensity and A
represents the intensity or hazard rate.
When A is deterministic?, the Poisson process properties imply that A(7) is an exponential
random variable with E(A(7)) = 1. Notice also that A(7) is independent from the default-free
market information F. Thus we obtain,

P(r>t) = P(A(1) > A(t)) = e MO = = Jo Asds,
If the hazard function is stochastic, we get

P(r>t)=F (ei Jo )‘st> .

Specific example with its CVA and CVA sensitivity estimation
We present the model proposed in [18], involving WWR, or RWR. The intensity model is
assumed to have a stochastic F;-adapted hazard rate \;. Particularly, we suppose that

At) = f(t,V2),

where f is some "known” positive function and V; represents the exposure at ¢t. In some
cases, one can take

)‘<t) = g(ta St)7

where S; is the R? process describing the underlying asset prices. In [18], the authors assume
that either
A(t) = exp (a(t) + bV;) or A(t) = In[1l + exp (a(t) + bV;)],

where a(t) is a deterministic function that is useful for the calibration and b represents the
dependence (WWR or RWR). In our work, we test a simpler model that takes into account
only WWR and given by

At =a” + ' (V;)4, with @/ >0 and o’ > 0. (12)

Assuming that we are able to estimate the process V; on a time discretized grid {ty < t; <
ty < .. <ty =T} (see Section 4), the value of the CVA 7 will be given by

n—1
CVAgr =E <Z Vil P(re (tk,tk+1]|}'tk+l)> . (13)
k=0

3If A is F;-adapted, we obtain the same result by conditioning with respect to F;.



The sensitivity of the CVAg r according to the ith spot price S(’-") is as follows,

n—1
95iCVAgr = E (Z g3 Virr Lviy,, >0y P(T € (tk,thrl”Ftkﬂ))
k=0

n—1

+E (Z Vil 9 P(T € (tk,tk+1]}"tk+l)> :
k=0

The permutation of the operator 858 and the expectation is justified in Remark 4.1 ii).

Regarding the derivative 65613(7' € (tk,tg+1]), we have

Ogi P(7 € (thy k]| Fiyy) = Ogi (P(T > ] Fopyy) = P(T > b1 Fiy,)
= 94 <€ Sk FsVadds o= o5+ f(s,vs>ds> '
0

Using the chain rule and the expression of the hazard rate given in (12), this derivative
becomes

tr
aS(i)P(T S (tkatk+1]|~7'—tk+1) = _P(T > tk|}—tk+1) 0 ast(Sa‘/S)aS(i)Vsds

tr+1

+P(1 > tpg1| Foypy) v, f (s, 1/3)8561/;ds
0

tr
= —P (1€ (i, k1] Fenyy) | OV f(s,Vs)0g Vids
0

(]
+P(1 > tk+1|]:tk+1) v, f(s, Vs)(?SéVsds
tk
ti

=-P(re (tkatk+l]|ftk+1)/ ' Og; Vil »opds
0

tet1
+P(T > tk+1|ftk+1)/ Oé/aséVsl{Vg>0}d8.

Lk

Both V; and 9g;V; are provided in (2) and (8).

2.2 CVA structural models including WWR/RWR

First introduced by Merton [21], the default time in these models is defined according to the
behavior of the positive firm value process (X¢);>0. Merton’s example assumes that default
occurs if, at the final time 7', the firm value X7 is below a given threshold L which generally
represents a promised terminal payoff.

Inspired by this model, Black and Cox proposed to modelize the default time by

T = 1nf{t > 0 ‘ Xt < Lt}

where

—(T—t) ;
L = { e K if t<T

L if t=T



with + smaller than the risk neutral interest rate and K < L. In this situation, the ”critical”
threshold L; must not be crossed by the firm value process. For more details, we refer the
reader to [11]. In the structural model presented in Section 5, we will assume that L; is
constant.

Specific example with its CVA and CVA sensitivity estimation

The dependence between the default time variable 7 and the exposure V; is modelized
thanks to the correlation between some Brownian motion W} that drives the process X;
and (th, . Wtd) which drive the asset prices S;.

Thus, CVA( 7 is given by

n—1
CVAyr = E <Z VT+1{T€(tk1tk+1]}>
k=0

n—1 (14)
E (Z Vtil{re@k,tan) :

k=0

Q

The sensitivity of CVA( 7 according to the it" spot price S} is given by
05iCVAor = Y 95 E (Vif|T € (tr,try1]) P(T € (th, trya])
+ Y E (VT € (thy tiga]) 055 P(7 € (th, thsa])

= E (856‘/2k1{\/tk>0}1{'r€(tk,tk+ﬂ}>
=0

x>

which is ensured by the assumption 858P(T € (tg,tr+1]) = 0 and Remark 4.1 ii) that allows
the permutation of the operator 856 and the expectation.

Both V; and 0 V; are provided in (2) and (8). Using the same argument presented in
(10) and (11), the dependence according to 7 is not an important issue for computations
performed in Section 4. In fact, the conditional expectation (7) is equal to

o(2)=E (E[f(St..)lo (Wo<uzt) » St = 2]|St, = 2) , & = (21, .., T4) (15)

and the inner expectation can be computed as if the trajectory of {X,}o<u<:¢ is completely
known. For more details, we refer the reader to Section 5 in which a more specific example
is presented.

3 Computing the value exposure, its sensitivity and
the backward conditional density

Estimating the value exposure to the counterparty V; is crucial in the CVA computation.
In order to calculate V; using (2), one has to express the conditional expectation involved



in each contract. Using Malliavin calculus for American contracts pricing, this conditional
expectation was expressed as a ratio of two expectations (see for example [2, 3]). We aim here
to adapt the previous results to the CVA problem. Moreover, we give an explicit formulation
of the sensitivity with respect to the initial value of the stock price. In Section 4.2, we will be
interested by rather a theoretical result that provides the value of the backward conditional
density of the process (9) and of multidimensional stochastic volatility and jump diffusion
models that extends (9). The backward transition probability does not depend on the payoff,
then it should be computed off-line and stored to be re-used, in the same fashion as it is
done in [4, 22].

In this section we suppose that the stock price S is given by (9). To simplify the notations,
we denote HY(S%) = H(S%—x;) := 1gi>,, for the Heaviside function of the difference between
the i*" stock and the i*" coordinate of the positive vector z. Throughout this article, we
assume that g € &,(R?) is a measurable function with polynomial growth

&RY ={f e MR?) : 3> 0andm e N; |f(y)| < C(1L+ lyl)™ } (16)

where M(R?) is the set of measurable functions on R? and |- |4 is the euclidean norm. The
elements of the set & (R?) satisfy the finiteness of the expectations computed in this article.
Besides, we usually use Malliavin derivative DJ, for the differentiation with respect to the j*
Brownian motion.

3.1 The conditional expectation value and its gradient

We have already seen that V; and 05 V; are given by (2) and (8) where the value of each
contract is expressed using (3), (4) and (5). The only point that remains to be specified
is the conditional expectation and its partial derivative in (7). Theorem 4.1 deals with the
latter issue, but before that we need to introduce some definitions.

Definition 3.1 We define the random variable I's; = F;t and F;,t can be computed by the
following induction scheme

d t

d _ _dd pk _ pk+l_kd i k411 k.d

DSy =msy, Dgp =gt mgy — E / DTy Dingydu, ke {l,...,d—1},
j=k+170

h kd s given b
whnere Trs,t 18 gZ’U@TL Y

d
k,d ; 1 1
Tl =1+ /0 ik(w)dWi, pir(u) = gpjk(u)lue((),s) R spjk(u)lue(s,t)-
=k

with p is the inverse of the volatility matriz o.

Theorem 3.1 For any s € (0,t), g € &(R?) and x = (21, ..., x4) with z; > 0,

Ts t[g)()

E (9($1) WL

55:x>:



and its partial derivative

R [9)(2)Ts 1 [1] () — Teolg) () R 4[1] ()
) - Toi[1](z)2 ’ (18)

01 B (9(S1)

where Ts4[f](x) and R;t[f](:v) are defined for every function® f € E,(R?) by

T fl(x) = E<f(St)Fs,tli\Ix(Ss)>7 (19)
R 111G0) = -5 (TS (5 (L1 Z / DD ). @
. T HE(SE) o
with H*(Ss) = H kSkS , Ust and mgy are given in Definition 4.1.
k=1 §

HE(S%) is the Heaviside function of the difference between the k' stock and the k'
coordinate of the positive vector z, &(RY) is defined in (35).

Using Theorem 4.1, the conditional expectation in (7) and its derivative are given by (36)
and (37). To prove Theorem 4.1, we need the following two lemmas which are proved in [2].

It follows from Lemma 4.1 that the sum Z p;i(w) DI f(S;) does not depend on u.
j=t

Lemma 3.1 For any u € (0,t), f € CL(R?) and S given by the SDE (9), we have

Zpﬂ VDI £(S;) = Sid,, f(Sy). (21)

The second lemma is based on the duality property of the Malliavin calculus.

Lemma 3.2 For any interval I C (0,t), h € C;°(R), F' € Dom(D) and S given by the SDE

(9), we have
E (/1 W@) = E<h(S§)FjZi;/Ipﬁ(u)dW£>

= n(usH > [ onwpira). )

Proof of Theorem 4.1: The equalities (36) and (38) are proved in [2], the new result of
this theorem is the partial derivative value (37). Regarding this part, it is sufficient to prove
that

O, Tuulf(x) = R, [f](2).

4In our case f =gor f=1

10



Let ¢ € C2°(R) be a mollifier function with support equal to [—1, 1] and such that [, ¢(u)du =
1, then for any u € R we define

hmi(uw) = (HY % o) (u) € C°(R),  ém(u) = me(mu), m € N.

The dependence with respect to z; can be dominated and the differentiation under the
integral sign provides

0. (150085 1)) = - (resr. et i s.). (23)
s T HE(SY)
where H'(Ss) = H kSZ. 2.
k=1;k#i $

Under our assumptions, the distribution of the vector (Sl,...,5¢, S}, ..., S%) admits a
lognormal joint distribution density ps; with respect to the Lebesgue measure on R‘fr X Ri.
Similar to the argument presented in proof of Theorem 2.1 in [2], using ps+ one gets the limit
as m —» 00 ,

hmi(sé)

Si

0, (f(&)rs,t ﬁ"(Ss)) s 0Tl (@),

that provides

ax,Ts,t[f](x) =— lim F <f(St)Fs,t

m——+00

s.). (21)
We introduce the following notations

Hi(Sy) ~ 7hmz(Si)
B =T,

S

I(S,) = H'(S;).
We have by the chain rule b/, .(S!) = %g(ls) and D!S% = ;;(u)St for every u € (0, s),
thus

E (f(St)Fs,thmg(iSQﬁi(Ss)) =B (1/ F(SOTs H' S)Wdu)

= (5 [ ot ).

Using Lemma 4.2 with

11



we get,

gi d s
E( f(s)T ) i(&)) =E(hmi(Si>FiZ/0 pjz-(u)dWi)
; Ty J1(Ss) D f(Sy) + f(Si)T s DATI(S,)
E<h”“ (5 Z/ mata)| ot }d“)

(3
S

_E<ﬁ Z rt Z/ pii(u DfStdu)> (25)

since, using Lemma 4.1, we have

E(ﬁmf@f(st)i(rs,t(; | it 20 - Xi: | pﬂ<“>DiTs’td“)>

d
ZPJZ(UJD%H(SS) - Séaxzﬂ(ss) - _2H(SS)'

Let us develop the last term in (44), using Lemma 4.1

E(ﬁ S, ! Z/ p3s(u) DI f(S: du))
:E(%ti@r A pﬁ<u>Dz;f<st>du)>

t
E(rs,t / p;i(uw)Di £(S))du

)
=E<ﬁm;~<5;>tis j:lE f(S Fst/tpﬂ ))

hmi(SE) 1 t t ,
:E< = tstE (S rst/ pji(u)dWi — /Spﬂ(u)DgLrs,tdu) ) )
Jj=i
Thus, (44) becomes

E(f(&)&,ﬂ%@fﬂ(ss)) (20)

:E(hm;(f)f(st)< st(L+0)) Z/ DJ ;?Djl“stdu>>

s

Using a dominated convergence argument, from (43) and (45) we get

d z(Qk
o”?xiT&t[f](a:):—E(f(Sb;t) HHk;fs)( Too(1+ i) Z/DJ ipir std@)
S k=1

s

12



]
Remark 3.1 i) Its is important to point out that I's; and Z/D{L ;fDJ I ¢du can be
J=1

simulated efficiently using the trick given in [2] which will be detailed in Remark 4.2.
ii) For every g € &(R?), one can show that the functions R. (9] and Ty [g] are continuous
since the Heaviside function is continuous except on the negligible set {Ss = x}. The
latter fact implies that the partial derivative of the conditional expectation (37) is locally

bounded when its payoff is in E(R?).

3.2 Backward conditional density estimation

The authors of [22] proposed a Karhunen-Loeve expansion of Brownian motion and provide
in [26] an optimal choice® of the couple (space discretization, probability weights) to ap-
proximate the standard Gaussian distribution. Known as quantization, this method of using
preloaded files should be the method of choice for problems involving Brownian motion or
Brownian bridge. Indeed, for this model, the effectiveness of quantization and its good ac-
curacy for dimensions bigger than 3 make it relevant for various problems. Nevertheless, it
is not straightforward to use this method for other multidimensional stochastic volatility or
jump diffusion models.

Developed for various models, our method of computing (7) employing Malliavin Calculus
is more complex than using directly preloaded files as done with the quantization method.
However, one can use also Malliavin Calculus to express the backward conditional density.
Provided that we are employing the same pseudo random number generator, one can first
approximate the backward conditional density off-line for some points of assets trajectories
and store it, then re-use them directly as preloaded files to have the distribution of each
contract which is sufficient to compute the CVA or develop any other risk hedging strategy.
Moreover, when the backward conditional density is already stored, using it to compute (7) is
better, from a variance reduction point of view, than using (36) and (37). In fact, we provide
in (48) and (49) the value of the backward conditional density and of its partial derivative.
First, let us introduce some notations.

Definition 3.2 The random wvariables f&t and fi’t are the solution X,; of the following
induction scheme

Xop = X1y XE, = Xkl - / DIXF DIzN du, ke {1,...d},
with the terminal values
To =Ty and T =T, (14729 /DJ 7o DIT s ydu,
Jj=t

where I's ¢, F;:(Z are deﬁned in Defintion 4.1 and ﬁff s given by

st =14+ — Z /pjk YAW? | withpis the inverse of the volatility matrizo.

5In a sense explained in their paper.
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Theorem 3.2 For any s € (0,t), g € E(RY), x = (21, ...,2q) and y = (y1, ..., yq) with z; > 0
and y; > 0,

Tsilfl(x) = E(f(S)h(z,Sh)), (27)
R lf)@) = B (f(Sh(z,5)), (28)
where
] _ B (T H15(S) Y (S))
he,y) = B (T, H7(S0)]8 = y) = -~ (29)
’ EIsHY(S:))
hz,y) = E (Fst 1 +725) Z/DJ ZdD{LFs,tdu)H (Z.SS) Sy=vy
30)
Fst 75 (
28t e Y
E(, HY(S)
HY( J o R
with HY (St) H ] T | P ﬁ;’ftl, I's: and I'sy are given in Definition 4.1 and Defini-
7=1 t
tion 4.2.

Proof of Theorem 4.2: In the same fashion as in the beginning of the proof of Theorem
4.1, we regularize the heaviside function H} by h; € Cg°(R). In order to lighten the notations,
we remove in this proof the dependence on m in hy,; (m — 00). Then, we need to prove that
for 0 < k < d, we have

7T a 1/ Qi k‘H x i 1/ ok a hl(Sf)
E Lo H"(So) [[Ri(Sh | = E(Tey H (S [[1i(SH ] ) (31)
i=1 i=1 t

i=k+1
d J
: . : H;(55)
with (46) obtained directly from (50) when k& = 0. In fact, E [T's; H o
=1 7

B (0TI 250,50 )

E (gy(Sh))
y and we know that e,, = (H/)". In order to make the reasoning rigorous, one replace the
expectation of £,(5;) by the density of S; evaluated at y.

Now let us prove (50) by induction, we introduce the following notations

be viewed heuristically as where ¢, is the Dirac distribution at

d i N k A
My =11 M58 (s = [T HSi).

=1
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Ddhg(S{)

When k = d, we have by the chain rule h/;(Sf) = and D4S¢ = 044(u)S¢ for every

DdSd
€ (s,t), thus

. - RN ~ Dgha(S{)

- ) o Lt x / I S 2
E(rsth (Ss)hd(St)> = E(t_s/s Lyt H(Ss)W a-1(St) Dig du)

1 ¢ ~ ~ DYhg(SE)
= F|—— I_‘s Hx SS h‘/ - S ujtd '
(t—S/s S S a-1(5) aa(u) St u>

Using Lemma 4.2 with

and the fact that A/ 4-1(Ss) does not depend on the d** coordinate of the Brownian motion
yields

E (rs,tﬁ””(ss)f?’d(&))

_ d1/deg_ dl/tddu
B E<th(st)f5 s 0dd(w) B\l = s D"Fddd(u)
r

t
_ d\ 7y 7 sto—dd 1y 1 alst du
- E<hd(St)H (8180 (g (8 1) t_s/s Dl Udd(u)>>
_ ha(SY) e/ o\ _d,d 1 b du
= B (MRS R (i~ 2 [P te) (32)
< ha(Sf)

where the equality (51) comes from the fact that for u € (s,t)

Fs,t
Sd-

L alsq 1 4
L
t t Ydd

Now, let us suppose that (50) is satisfied for k£ and prove it for £ — 1. We have by the

chain rule h}(S%) = % and DESF = oy (u)S¥, thus

B (Tt (SR a($0) )= B (T H (SR k(SR (S1))

1 t*ki YT 7 7 D!jh Sk
=E (/ F;{lH (Ss)h/kl(st)hk+1(5t)k(tk)du> '
i The (1) Sy

As before, using Lemma 4.2 with in this time

=k+1
F+

F = = B (SR 1 (S i (S)
t
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and the fact that A/j,_; (S¢) and /h\k_‘_l (S;) are not depend on the k" coordinate of the Brownian
motion, we obtain

B (To e (SR a(S1))

d k—i—l —k+1
Be(sy) o T
ZZ <hk Y hg1 (Se) Pk 1(51:)(5)( S’f /sz( AW, /sz )D, S,Z du))
i=k
= B (SR (sln() (T4 7 - 2 [ DIEt Do)

I
=

<r’;tﬁx(ss)f?k_1 (St>ﬁk(5t)>

Similarly, one can prove (47).

In Remark 4.2, we use the set of the second order permutations de defined by

Pira=1{p € Pira; pop=1d}, (33)
where Py 4 is the set of permutations on {1, ...,d} and Id is the identity application.

Remark 3.2 In order to make easier the implementation of (38), it was shown in [2] that
s given in Definition 4.1 can be computed as a determinant of a given matriz A

d

Lae= Y e ]] 40, (34)

pEP1.q i=1

with €(p) as the signature of the permutation p € de, and

W;t Cip2 Ci3 Cia
1 W?’t 02,3 CZ,d
A = c . 9
1 1 71';{,5 1.d Cd—l,d
11 1 'y
where
Ld d 1 s 1 t
Cut = Con(ast ) =3 (3 [ptpatun-+ o fon(wipatuian).
j=kVl §

Using the same idea, we can deduce a gemerating method for the computation of f&t and
Dst. In fact, the solution X, of the induction scheme in Definition 4.2 can be expressed in
a similar way as follow

d+1

Xoo= Y e® ] Aipi

PEP1d+1 i=1

16



with €(p) is the signature of the permutation p € Py 441 and

1d A = =
7 Ciz2 Ciz -+ Ciaw
2d A =
1 Tst Cos -+ Cog41
A= : ,
_dd A
L 1 7y Cian
1
1 1 .1 x4

where C’k7d+1 = <7‘r§j,d,X§lf1’d> and
t
d 1
~ _kd ~ldy
=Gttt = 3 L

t
)2/ p]k(u)p]l(u)du, kvl S {Lad}
j=kVI s

Let denote F;f the second order permutation determinant of the matrix A~* that comes
from A by suppressing both line and column ”k”

d
k
Lor= > e I A
pef’id i=1;i#k

where flid = {p € P14, p(k) = k}. The following lemma gives a generating way to

implement the term ” Z;l:i fg Dﬂwé:fD{;Fs’tdu” which appear in both Theorem 4.1 and The-
orem 4.2.

Lemma 3.3 Leti€ {1,...,d} and s € (0,t). We have

d d

i _i,d g o —1
Z / DinyDIT du = er,tcm.
j=i 70 =1

Proof of Lemma 4.3: First, using (53), we have for every u € (0,t)

d
DiTey = Y (D] (HAz;p(z'))
=1

PEP14
d d
= > @ | II 4o | Pidno
PEP 4 1=1 \i=1l;il
d d
= Z Z e(p) H Az,p(z) D%Wel;ctla
=15, =151l

where the last equality is due to the fact that A4, ) is deterministic except for

p(l) =1 for which A;; = Wi’ff. Now, since ﬂi’ff does not depend on the Brownien motion W7
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when [ > 7, using Fubini theorem we get

d ¢ d J d t
> / Dirt{DiTsdu = > > ) T[] Aipe / Dinl{Dirt du
j=i 70 j=i 1= el i=1;il 0
d d d
= 33 Y ) [] Aipey | Diriialan
=1 j:l\/zpefll,d =151l
d

4 Computing the value exposure, its sensitivity and
the backward conditional density

Estimating the value exposure to the counterparty V; is crucial in the CVA computation.
In order to calculate V; using (2), one has to express the conditional expectation involved
in each contract. Using Malliavin calculus for American contracts pricing, this conditional
expectation was expressed as a ratio of two expectations (see for example [2, 3]). We aim here
to adapt the previous results to the CVA problem. Moreover, we give an explicit formulation
of the sensitivity with respect to the initial value of the stock price. In Section 4.2, we will be
interested by rather a theoretical result that provides the value of the backward conditional
density of the process (9) and of multidimensional stochastic volatility and jump diffusion
models that extends (9). The backward transition probability does not depend on the payoff,
then it should be computed off-line and stored to be re-used, in the same fashion as it is
done in [4, 22].

In this section we suppose that the stock price S is given by (9). To simplify the notations,
we denote H¥(S%) = H(S!—z;) =1 Si>g, for the Heaviside function of the difference between
the i*" stock and the i*" coordinate of the positive vector z. Throughout this article, we
assume that g € &(R?) is a measurable function with polynomial growth

&(RY) = {f € MRY) : 3C > 0and m € N |f(y)| < C(1+[yla)™) } (35)

where M(R?) is the set of measurable functions on R? and | - |4 is the euclidean norm. The
elements of the set &(RY) satisfy the finiteness of the expectations computed in this article.
Besides, we usually use Malliavin derivative D7, for the differentiation with respect to the j*
Brownian motion.

4.1 The conditional expectation value and its gradient

We have already seen that V; and 858% are given by (2) and (8) where the value of each
contract is expressed using (3), (4) and (5). The only point that remains to be specified
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is the conditional expectation and its partial derivative in (7). Theorem 4.1 deals with the
latter issue, but before that we need to introduce some definitions.

Definition 4.1 We define the random variable I's; = st and T} st can be computed by the
following induction scheme

rd, =i, T8, =Tl - / DITFH DI du, ke {1,...,d— 1},
j=k+1

h kd s given b
where gy ts gien by

d
. 1 1
=1+ Z/O Pir(w)dWi, @je(u) = —pju(u)lue(,s) = 7= Pik(W)lue(s)-
ik

with p is the inverse of the volatility matriz o.

Theorem 4.1 For any s € (0,t), g € &(R?) and x = (21, ..., x4) with z; > 0,

S, = 1;> _ Tsalgl(z) (36)

E (9($1) Tl

and its partial derivative

0., (9(50)[S. = 2) = R;lo] (x)Ts’“”éf,f[iZ?é[g] (@) R [l (@) -

where Ty [f](z) and R [f](z) are defined for every function® f € E(RY) by
Toalf)(x) = E(f<st>rs,tﬁzx<ss>), (38)
RLy[fl(z) = —E(chst) ﬁx(ss)(rst 14+m0) — / Dint{DiT, tdu)), (39)

d
L mara 1T HE(SE) kd o »
with H*(Ss) = H S Ust and gy are given in Definition 4.1.
k=1 8

HE(S%) is the Heaviside function of the difference between the k' stock and the k'
coordinate of the positive vector z, &(RY) is defined in (35).

Using Theorem 4.1, the conditional expectation in (7) and its derivative are given by (36)
and (37). To prove Theorem 4.1, we need the following two lemmas which are proved in [2].

It follows from Lemma 4.1 that the sum Z p;i(w) DI f(S;) does not depend on u.
j=t

In our case f =gor f=1
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Lemma 4.1 For any u € (0,t), f € C{(RY) and S given by the SDE (9), we have

Zpﬂ D, f (5t) = Sgalif(st)‘ (40)

The second lemma is based on the duality property of the Malliavin calculus.

Lemma 4.2 For any interval I C (0,t), h € C;°(R), F € Dom(D) and S given by the SDE

(9), we have
E (/1 Wdu> = E<h(5’§)F§i:i/lpji(u)de>

- E<h(52)2d: [ putpiza). (41)

Proof of Theorem 4.1: The equalities (36) and (38) are proved in [2], the new result of
this theorem is the partial derivative value (37). Regarding this part, it is sufficient to prove
that

0, Tualf1(x) = R, [f](2).

Let ¢ € C°(R) be a mollifier function with support equal to [—1, 1] and such that [ ¢(u)du =
1, then for any v € R we define

honi () = (HF % ) (w) € CGE(R), () = m(mu), m € N,

The dependence with respect to z; can be dominated and the differentiation under the
integral sign provides

0. (FS0T P B (5)) = - (sor P A (s,)). (42)
d T( Q1
where H'(S,) = H iﬁs)
k=1;k#i SS

Under our assumptions, the distribution of the vector (Sl,...,5¢ S}, ..., S%) admits a
lognormal joint distribution density ps; with respect to the Lebesgue measure on Ri X }R‘i.
Similar to the argument presented in proof of Theorem 2.1 in [2], using p,+ one gets the limit
as m — 0o ,
hmi(sé)

S5

O (f(&)rst ﬁﬂ(ss)) 0 Tulf)().

that provides

0Tyl flw) = — tim B ( (5T, i) frigs, ) (13)
xid st x)= e t)l st S; s .
We introduce the following notations
_H(S)) hini(S5) i i
II(Ss) = (S’)Q » o hmi(Ss) = S H'(S5)



We have by the chain rule b/ .(S%) = % and D!S% = ;;(u)St for every u € (0, s),

thus

s (st ) <o () s i)

= (5 [ rort s 2 ).

Using Lemma 4.2 with

= f(Se)s11(Ss),

we get

. d s
E{ f(S)r ) i(55)> = (mz (SHF Z pji(u dW]>

E(hml (S%)- Z / pji(u [ el )f;{ét)l)u f)(D )FS ttD e }du)
E(szg(;é)f(st)i <Fs’t<2/o pji(W)dW] + 2s) — ;/05 pji(u)DiFS,tdu)>
(B (5 [ i) )

since, using Lemma 4.1, we have

c/:\)—l

d
ZPJZ(U)D%H(SS) = Szazbn(ss) = _QH(SS)'

Let us develop the last term in (44), using Lemma 4.1

E(ﬁ S, . Z/ p3s(u) DI f(S: du>>
_E(ﬁ 1 t—s<ZFSt/ piilu Df(St)du>>

hmi(S%) 1

S

St t—s

=F

)

)
:E(ﬁmgsg>tisj:lE f(S Fst/tpﬂ ))

t
E(I‘S’t/ pji(u)Dif(St)du

hmi(SE) 1 t ¢ .
:E< = t_S;E F(S)(Tss / pji(uw)dWi — / p;i(u)DIT, du) ) .
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Thus, (44) becomes

E<f<st>r s >> (15)

:E<%;(iss)f(st)< st(L+ o) - / Dj ;fpfrstdu>>.

s

Using a dominated convergence argument, from (43) and (45) we get

O Tudl () = < f[Hx(Sk (Casl1+ ) - /D{L WpiT S,tdu))

ust

Remark 4.1 i) Its is important to point out that I's; and Z/D] bd pi 7D tdu can be

simulated efficiently using the trick given in [2] which will be detailed in Remark 4.2.

it) For every g € &(R?), one can show that the functions R. [g] and Ty,[g] are continuous
since the Heaviside function is continuous except on the negligible set {Ss = x}. The
latter fact implies that the partial derivative of the conditional expectation (37) is locally
bounded when its payoff is in E(R?).

4.2 Backward conditional density estimation

The authors of [22] proposed a Karhunen-Loeve expansion of Brownian motion and provide
in [26] an optimal choice” of the couple (space discretization, probability weights) to ap-
proximate the standard Gaussian distribution. Known as quantization, this method of using
preloaded files should be the method of choice for problems involving Brownian motion or
Brownian bridge. Indeed, for this model, the effectiveness of quantization and its good ac-
curacy for dimensions bigger than 3 make it relevant for various problems. Nevertheless, it
is not straightforward to use this method for other multidimensional stochastic volatility or
jump diffusion models.

Developed for various models, our method of computing (7) employing Malliavin Calculus
is more complex than using directly preloaded files as done with the quantization method.
However, one can use also Malliavin Calculus to express the backward conditional density.
Provided that we are employing the same pseudo random number generator, one can first
approximate the backward conditional density off-line for some points of assets trajectories
and store it, then re-use them directly as preloaded files to have the distribution of each
contract which is sufficient to compute the CVA or develop any other risk hedging strategy.
Moreover, when the backward conditional density is already stored, using it to compute (7) is
better, from a variance reduction point of view, than using (36) and (37). In fact, we provide
in (48) and (49) the value of the backward conditional density and of its partial derivative.
First, let us introduce some notations.

“In a sense explained in their paper.
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Definition 4.2 The random variables Fst and T st are the solution X; of the following
induction scheme
d .t
X=X} Xby = X570 =3 / DIXE DIrlldu, ke {1,...d},

st

with the terminal values

T =1y, and THY =T,,0 47 Z/ DIx I DIT, ydu,
where I's ¢, 772:? are defined in Defintion 4.1 and ﬁs”t s given by

,ictd =1 + — Z /p]k YAW? | withpis the inverse of the volatility matrizo.
S

Theorem 4.2 For any s € (0,t), g € E(RY), x = (21, ...,2q) and y = (y1, ..., yq) with z; > 0
and y; > 0,

Tsulfl(z) = E(f(S)h(z,5)), (46)
R [f@) = E(f(S)h(z,5)), (47)
where
B (T, (S0 HY(S))
h(a.y) = B (o H(S,)| S0 =) = TN (48)
s,t t
) = B ((Tan(1 47 - / > [Dinioir, ) s -
(49)
Fs,t T 77
- E<57§H (Ss)Hy(St))
BT HY(S))
d HY( J
with HY (St) H ] o Ly, Wi’ftl, f&t and fg,t are given in Definition 4.1 and Defini-
7j=1 t
tion 4.2.

Proof of Theorem 4.2: In the same fashion as in the beginning of the proof of Theorem
4.1, we regularize the heaviside function H by h; € Cg°(R). In order to lighten the notations,
we remove in this proof the dependence on m in h,,; (m — 00). Then, we need to prove that
for 0 < k < d, we have

Iy d 10 Qi =k+1 550 i 1ok d hi(Sf)
BT H"(So) [[ri(sh | = B Tg, B (S [[ritsH) 1] Sk (50)
t

i=1 =1 i=k+1
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with (46) obtained directly from (50) when k& = 0. In fact, E [T's; H

B (T T 250,50 )

E (gy(Sh))
y and we know that e,, = (H/)". In order to make the reasoning rigorous, one replace the
expectation of £,(5;) by the density of S; evaluated at y.

Now let us prove (50) by induction, we introduce the following notations

be viewed heuristically as

where ¢, is the Dirac distribution at

d i R k A
RSy = [T M50 s = [T risi).
=1

Y
When k = d, we have by the chain rule h/,(Sf) = D%;Ljé‘jg) and DIS¢ = 044(u)S¢ for every
urt
€ (s,t), thus
~ ~ Y LN ~ Dihg(SE)
z ! = z I Zutat
E (To 5 (S)Ra(S) = E <t - S/S Lo (S M 4 (S) = du>

Y LN ~ DYhg(S%)
= FE To  HE (SR g_1(S) =42t oy, )
<t_8/s (S a-1(5) ad(u)S{ u)

Using Lemma 4.2 with

F= SfdtH“(Ss)ﬁ’d_l(St)

and the fact that 7/ 4-1(Ss) does not depend on the d** coordinate of the Brownian motion
yields

E (T B (SR a(5:))

_ d 1 /t de _ d 1 /t d du
T

~ 1 t T du
— E(n dHI sh— s,t 7d,d_1_ /Dd s,t
(hatsty (s Baca (5 (e = 1) = 2 [ it o)
ha(SP) y _ad 1 /t d du
= F H*(Ss)h q—1(Se)(Tspyy — Dils;,—— 51
( Sg ( ) d 1( t) ATs t t—s ), ut St Udd(u)> ( )
—d S D hq(S¢
= kK <Fs,tH (Ss)h/d—l(st) d(dt)>
Si
where the equality (51) comes from the fact that for u € (s,t)
I 1 Iy
DI = DI, -
o4 " S§ Stoqa ' Sy
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Now, let us suppose that (50) is satisfied for k£ and prove it for £ — 1. We have by the

chain rule h} (S%) = %@f) and DESF = opp(u)SE, thus

B (ot B (SO a(S0) )= B (Lo H (SR (SR 1 (1))
I TE g = = Dihi(SF) )
=F H*(Ss)h ,_1(St)h Sp)—4——"du ) .
(7 [T B S (S (5 P2
As before, using Lemma 4.2 with in this time
FkJrl
F= S’“ — H (S W k1 (St)hi1(S)
and the fact that A/ k—1(St) and ﬁk+1 (S;) are not depend on the k" coordinate of the Brownian
motion, we obtain
E (To B (SR al(S1))
k+1 . k41

iE(hkwf)EkH(Stm1<st>ff_<s)( o / pu (W)W — / pix () Dl F;; du))
< Wy St)hk(st)( To's - _S/ D,T ISJ{IDZ ftddu>>
-5(T.

k(S 1<St>hk<st>)

Similarly, one can prove (47).

In Remark 4.2, we use the set of the second order permutations de defined by
Pra={p € Pra; pop = Id}, (52)
where P 4 is the set of permutations on {1,...,d} and Id is the identity application.

Remark 4.2 In order to make easier the implementation of (38), it was shown in [2] that
s+ given in Definition 4.1 can be computed as a determinant of a given matriz A

d

Lsp = Z E(p)HAi,p(i)a (53)

pEP1.q i=1

with €(p) as the signature of the permutation p € de, and

1d
g Ci2 Cig - Cia
2.d

1 my Cos oo U4

A — . . . . : ,
d-1,
1 1 Tt Ci14
11 1 d
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where

d s t
1 1
Cig = Cou(nt Tt aﬂi’,ctl) = E (Sg/oﬁ’jk(u)le(u)dU + (t_S)Q/ij:(U)le(U)dU)
j=kVl S

Using the same idea, we can deduce a generating method for the computation of Ts; and
Lst. In fact, the solution X, of the induction scheme in Definition 4.2 can be expressed in
a similar way as follow

1d A = =
T Ci2 Ciz -+ Ciaw
_2d A =
1 Tst Cos -+ Ot
A= ,
dd A
1 cee 1 Tt Cd,d—f—l
11 1 xGd

* kd ~-d+1,d
where C g1 = <7rs7 ,Xs+ > and
t

d

1 t
Ch,1 = Cov(T sta’rri?) Z (t—s)z/ pik(w)pj(u)du, k1€ {1,..,d}.

j=kvi

Let denote I‘S_f the second order permutation determinant of the matrix A~* that comes
from A by suppressing both line and column ”k”

d
k
1_‘s,t = Z E(p) H Az,p(z)u
pef’id i=1;i#k

where flid = {p € P14, p(k) = k}. The following lemma gives a generating way to
implement the term ” Z;‘i:i fg Diwé’jD{J‘s,tdu” which appear in both Theorem 4.1 and The-
orem 4.2.

Lemma 4.3 Leti € {1,...,d} and s € (0,t). We have

d
Z/ Diri{DITspdu =" T 1Cl;.
=1
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Proof of Lemma 4.3: First, using (53), we have for every u € (0,t)

d
DiTsy = Y €p)Dj (HAi,pu))
i=1

P€§1¢d
d
= Y. @D | ] Aipe | PiA
pEP1a =1 \i=1;il
d d
= > > e | ] 4wy | Dirle,
=1 Pefll,d =111

where the last equality is due to the fact that A4, is deterministic except for

p(l) =1 for which A4;; = Fi’j. Now, since 7ri,’§f does not depend on the Brownien motion W7
when [ > 7, using Fubini theorem we get

d ¢ d J d t
> / DirtiDiTsdu = > 3" 3" ep) [ Ay / Dinl{ Dl du
j=i 70 j=i =1 el i=1;il 0
d d d ¢
= 33 Y ) [] Ay | Diriiaan
=1 §=1Vipept i=1;i£l 0
d

5 Numerical tests using parallel implementation

In the previous sections, we presented the theoretical framework of CVA estimation using
MCM and studied its computational complexity. To finalize this work one has to give some
theoretical approximations of the error of the estimation. However, this part is delayed to
future work which can be based on works dedicated to American options like [8]. Nevertheless,
we demonstrate here the accuracy of MCM by comparing it to square Monte Carlo and to a
regression method. When using large number of trajectories, square Monte Carlo provides
benchmark values for both path-independent and path-dependent European contracts that
will be considered as the real values. Consequently, we study the accuracy of MCM for
CVA that involves only European contracts. In order to have an idea of how MCM behaves
when dealing with American contracts, we refer the reader to [2, 9]. Before summarizing the
results of the different simulations, we start by presenting the considered models and how
simulating Furopean path-dependent contracts could be performed.
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5.1 Benchmarking setup

Based on Section 2, we implement one example from the intensity family and one example
from the structural family. Each model will be completely specified by the assets dynamics
and either the dependence between the assets S; and the default time 7 or between the value
exposure V; and 7.

Regarding the intensity model, we take the constant volatility version of (9):

dsi : i .
Sft =rdt + UZ-ZQidetj, So==z2, t=1,..,d,

=1 (54)

At ="+ (Vy)4, witha' > 0and o” >0

with T' = 1, the risk neutral interest rate » = In(1.1), the time discretization is defined using
the time steps that is given as a parameter in each simulation, S(i) = 100 and 0;; = 0;0;; with
o; = 0.2 where ¢ = {0;;}1<i,j<d comes from the Cholesky decomposition of the correlation
matrix 6;—; + «(1 — §;—;) such that o € [0,1) and § is the Kronecker symbol.

Regarding the structural model, we take the constant volatility version of (9) and we
correlate it with the Brownian motion W} that drives the firm value process X;:

dX
Tt =rdt + UOthO, Xo = 20,
t
ds: i i (55)
?;:TdthO'iZQidetj, S(Z):Zi, 1=1,..,d,
t j=0

with T' = 1, the risk neutral interest rate » = In(1.1), the time discretization is defined using
the time steps that is given as a parameter in each simulation, Sé = 100 and 0;; = 0;0;; with
o; = 0.2 where ¢ = {0;;}0<i j<d comes from the Cholesky decomposition of the correlation
matrix d;—; + a(1l — d;—;) such that o € [0,1) and J is the Kronecker symbol. With this
specific example, one understands better the sense of (15) and how the Malliavin Calculus
can be implemented on W = (W1, ..., Wd) without considering the dependence with respect
to WV,

Using MCM, simulating CVA that involves only European path-independent contracts
(3) is quite simple when compared to adding European path-dependent contracts (4). Then,
some details should be provided for the implementation of (4). To simplify the explanations,
we assume that N involved in (6) is equal to the number of time steps used to approximate
the trajectories of the assets. Let us consider the problem of approximating the conditional
expectation

B (( s, 51— 52,417, ).

1=0,..,

. . -1 . .- .
Using Markov property and notation S; = max Stll,, this conditional expectation can be
1=0,..,

rewritten as

1 2 —1 1 9 —1 1 9
E <(Z£l7a)7(NStl_ StN)"F’ftk) =F ((Stk \/Z:g-??{,NStZ_ StN)+‘Stk7 Stk’ Stk)

(56)
— O

tg?

—1
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with:

O, 51,00 = B ((oy_uax 8L~ 5243k 52) 657)
and for each asset trajectory, we have a specific value y and once it is fixed as a payoff
parameter, we can compute the conditional expectation using the result of Theorem 4.1 or
Theorem 4.2.

The previous idea for implementing European path-dependent contract can be applied
for lookback as well as barrier and Asian contract. In order to have a better approximation
of some SDEs and path-dependent contracts, one can also take the number of time steps
bigger than N®. Indeed, considering the previous path-dependent example, it is possible
to increase the accuracy of the approximation of supy<s<;, Ss and supy, o<, Ss if we have
more than k points and N — k points in the intervals [0, 5] and [tg, t§] respectively.

We should also discuss the parameters Cy and ng introduced in Section ?7?7. Previously, we
pointed out that the induction (??) provides important values when d is big. However, not
all contracts require the d-dimensional information, fact that can be seen with our previous
example given in (57). Actually, assuming d = 10, to evaluate (56) we need only two
Brownian motions if we are using intensity model (54) and three Brownian motions® when
using structural model (55).

We finish the benchmarking setup by presenting two numerical tricks: The first one
should improve the Monte Carlo estimator of (38) and (39) and the second one removes the
contributions that are “Wrong”.

Localization with truncation

In order to approximate numerically (38) and (39), we remind that we are using the same set
of trajectories which makes MCM less complex than a square Monte Carlo. However, some
trajectories must not be added '° to the Monte Carlo estimator of T [f](x) and R ,[f](x)
because they are far from the point x. This technique is known by localization and some
papers, as [3, 7], propose some ”optimal” choice of localizing functions. We use here a simpler
idea based on truncation. Without loss of generality, ignoring the dependence on the default
time and introducing a subset T € R?, we replace

Vi, =FE (Wk+1|stk) =F (Wk+llstk+1€’r|5tk) +E (Vtk+1 1Stk+1€Tc|Stk>

in E((Vg,)+) to get the inequality

B((W)2) < B ([B (Vieatsyerisn )]+ [ (Vi s, erlsi)],)
(58)

IN

b ([Vtk+1}+ 1Stk+1€TC> + <[E (Wk+115tk+1€T|Stk)]+> :

8We remind the reader that N is associated to the discretization of the time integral.
9Because of WP,
00r added with a much smaller weight.
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The error value E ([V}Hl] N 1Stk+1€TC> can be estimated, and if it has the order of the errors

induced by the Central Limit Theorem (95% confidence interval) it can be neglected and we
consider:

B()0)~ ([ (Vi1 exisn )] ).

From an implementation point of view, we choose T such that we include the most likely
asset trajectories, with probability between [85%,95%] depending on the dimension of the
problem. For example, for d = 1 or 2, we include only the 95% probability trajectories.
Formally speaking, for a fixed S? = z;, we take into account only the trajectories associated
to S¢ that could occur with probability 95%.

Removing “Wrong” values of the conditional expectation

For a fixed set of simulated trajectories M and fixed trajectory [ € {1,..., M}, this idea
is based on the fact that we want the conditional expectation E (V;, +1|S§k) to be included

in min max V/ If this condition is not fulfilled, we consider that our

Vi

]6{177M} tk+1,je{17"'7M} tk+1
estimator gives us a wrong value and we stop taking into account the conditional expectations
generated by the trajectory of index .

5.2 MOCM accuracy for CVA and CVA sensitivities

First, we need to point out that we were able to perform our accuracy study thanks to a
parallel GPU ! implementation on an Nvidia 480 GTX card. Indeed, one of the advantageous
of MCM algorithm is its suitability to parallel architecture. The goal of this section is to prove
the good accuracy of even a basic implementation of MCM without reducing the variance
using the backward conditional density introduced in section 4.2. More advanced numerical
study of the backward conditional density will be performed in the future.

We present two parts of the accuracy study: The first one compares MCM to the linear
regression method to compute (6) when Lty trsq) 18 assumed to be equal to 1 and Vj, is
the price of each contract associated to each payoff specified in Table 1. Thus, in this part
we do not take into account the dependence according to the default time simply because
we do not know a standard way to do it for the regression method. In the second part, we
study the MCM accuracy for both computing the CVA and its sensitivity for the intensity
model (54) and the structural model (55). In tables 1 and 2, the errors associated to the
confidence interval of 95% are smaller than 5% of the showed CVA values. As for Table 3,
the confidence interval of 95% is specified thanks to the + sign.

When considering the values given by the square Monte Carlo (MC2) as the real values,
according to Table 1, the values obtained by MCM are almost always better than regression
method (Reg). In cases when MCM is less accurate, it is sufficient to increase the number
of simulated trajectories. This fact is not true for regression methods because they require
the increase of the cardinal of the regression family. Also unlike regression methods, the
accurate results obtained by MCM allows to compute A sensitivity either by using the finite
difference (FD) of two MCM prices or by simulating R ,[f](x) introduced in (39).

1 Graphic Processing Unit
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Table 1: Examples of simulated CVA: MCM (2'¢ trajectories), regression Reg (2'° trajectories),
square Monte Carlo MC2 (2! trajectories), N = 10.

Payoft d=2
a=0 a=0.5
MCM Reg MC2 MCM Reg MC2
Call on average 114 129 11.6 11.9 145 126
Call on max 209 237 221 183 214 19.5
(S7 — Sk)+ 145 17.8 157 124 148 134
Payoft d=3
a=0 a=05
MCM Reg MC2 MCM Reg MC2
Call on average 10.0 10.9 10.0 12.1 13.1 11.6
Call on max 30.3 29.2  28.0 25.6 254 23.3

(5 — S50y, 156 155 138 135 123 134

Once more, according Table 2, when the number of simulated trajectories is sufficient,
we obtain accurate values of the CVA and its sensitivity for both intensity and structural
modelling framework. Table 3 shows sufficiently accurate results for d = 3 for intensity and
structural models even when only 24 trajectories are simulated. For d = 3, the results of
the sensitivity using (39) and using FD do not coincides as good as in Table 2 except when
we compute the sensitivity according to an asset that is highly involved in the CVA.

Based on what is discussed before, we summarize the comparison of the three methods
in the following table

In Table 4, very limited in dimension means limited and not standard in the sense of
choosing the vector basis.
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