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Applications

» Network Analysis
» Delay estimation
» Congestion estimation
» Loss estimation

» Biology
» Population evolution
» Epidemics

» Physics

» Microscopic gas models
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Stationary Distribution

- » System is in equilibrium

] ‘f » Bias due to initial state
“forgotten”

N 1

P (arrival) = P (departure) = 3

Vk, pi (k) = CLH = Yk, pii1(k) = CLH

The stationary distribution is the uniform distribution
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Stationary Distribution

The stationary distribution is very hard to compute

E [number of clients] = ?
E [end-to-end delay] = 7
P {refusing a client} =7

It is enough to be able to generate random samples
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Skipping events changes the stationary distribution
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Some deleted events must be reinserted
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