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Abstract. Building predictive models for genomic mining requires feature selection, as an
caaential preliminary step to reduce the large munber of available variable, Feature sclection
i Lhe prrvscrss ol selecl o genceadly sialler siuleed of variables (Teatares) Chad can Be consid-
erecl the best, from g statistical point of view, with respect Lo the employed model for the
analysiz. [0 gene expression microarray daty, being able to select a fow pumber of important
genes not only malies data analysis efficient but also helps their biological interpretation. Mi-
eraarray data have typically several thousands of genes (featurees) bt only tens of samples.
rodslemms which can ocenr doe Lo Lhe smnll sample st bave ool been addeessed well in thee
literature. Our aim is to discuss some issues on feature selection applied to microsrmray data
in order to select the most important genes from a predictive point of view,
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test, Model Assessment, Predictive models.

1 Introduction

Many anthors disenss the problem of selecting relevant features, and the problem of selecting
relevant samples on data sels containing large amounts ol erelevanl lolormation. Tor larpe data
sots, woe can usually choose only a fow of the maost relevant features to boild o model to classifyv
the data. The resuliing model will be al least as pood as (e one Doill feome sl the featores, Tlence
it is often nseful to sclect o subsct of features of a data sot to describe the data. In this paper, wo
foems o data sets with many features and a few samples. This paper is stroctured as follows: in
Seclion 2 we preseul a review of statistical wetlhods for leature selection. In Secltion 3 we descrile
onr proposcd methad for feature selection and in Section 1 our proposed proedictive models. Finally
in Section 5 we pressul the application of onr methods to the available data.

2  Feature sclection

Thir basie foature selection problemn is an optimization problem, with o porformanes messare for
eacl subsel of fealures 1o weasore il ability o classily the ssples, The problem 15 Lo search
through the space of feature subscts to identify the optimal or near-optimal ones with respect to
the performanes messnre. Featore selection is generally an empiical process that is performed prior
o, or jointly with, the parameter estimation process. Many successiul [eature selection algorithms
have boen devised. Yang and Honavar {19097 elassify many oxisting approaches into three gronps:
exliansiive search, henristic search, and randowieed search. Another common way 1o classily [ealure
sclection algorithims is determined by how the learning method is integrated into the algorithm,
see eps Xing, Jordan and Barp (2000 ) Yang et al. (20000, Forman (2000) and Golub et al (2000).
DNA wicroarrays have been used Ly biologisis bo monitor the level of gene expression ol (housands
of genes in difforent biologieal tissnes. Microarray tochnologios produee gone exprossion pattorms
Lhal provide dyoamie inlormation abool cell lunetions, These inflormwation can be nsed Lo invesiigale
complex interaction within the cell. In this context, data mining methods can be used to determine
cortegnlated genes and snggest biomarkers for specific diseases, or to aseertain and snmmarize the
sel ol genes responding Lo a cerlain level of steess in an orpanism,

Bring gone cxpression data typically high-dimensional, they need appropriate statistical foatures
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tor diseern possible patterns and o ddentify mechanisms that govern the activation of genes in a
Organism,

In arder to find the best predictive models. we have reduced the nomber of input variables by means
of feature selection. In particnlsar, in this paper we present s method for feature selection based
on marker selection, see e.x. Moit (2003) compared to ancther approach based on nooparametric
techmignes Cerchiello Giadiei {20006).

2.1 Marker selection

T bigh dimensional data sets, the identifeation of irrelevant nputs i more diffiendt than the
identification of redundant ones. A good strategy considers two sequential steps: lirst of all reducing
redmndaney and then tackling rrelevaney inoa loawer dimension speee.

Marker seleclion approach, see e.g. T Moll (200053), is based on the strochore of (he genes, Consider
the general representation of the frequency distribution of a qualitative variable with K levels, Nuall
heterogensity, holds when all the observations assmmne the same level, That 3530 p; = 1 lor & cerlain
i, amd p, = 0 for the other k-1 levels. Maxinmm heterogeneity, liolds when the observations are
uniformly distributed amongst the & levels. that is p; = 1k for all § = 1,k Heterogomeity
wessnres can be extended awd applied (o geoe expressions, As a messure of genes diversity, the
cntropy (F) can be caleulated using:

T

== Zp;lngp,-.
k=1

whore p; s the probahility of gene @ being activatod, and K the tmmber of genes. Wanting o
obdain a "vormalised’ index, which asswnes values o e lolerval [0,1], E can be rescaled by ils
maximum value, obtaining the tollowing relative index of heterogencity:

. E
log(K)’

T ovder to select the most predictive genes. genes are sequentially sobdivided o gronps (a5 in
a divisive cluster analysis alporithm). The previous entropy is caleulated for each chosen subset,
It will comtinmonsly ineroase starting from ) vp to o masimmm of B Grouping and, henee, gone
wiarker seleciion is stopped when a suilable threshold s reached (eg. 1L95),

If  is o subset of t we have that K(s) < K{t) < E. The difference Eft) - E(s) iz a good measure of
b nessted subsets compare indeseribing the data. A seqnence of marker snbeets 5008 generates a
monotonic sequence of optimal approximations {as measured by their entropy ) to the gene structure
of the data. 'I'he probability of detecting an association betwoeen a marker and o diseased phenotypo
decreases wilh 1he distance between ihe marker and (he acins] position of ihe pene responsible foe
the phenotvpe. Thus, the probability of detecting discase linkage can be maximized by choosing
markers as closely spaced as possible, This procedore 3= natorally related to prineipal component
analvsis and can be used as an alternative method lor eliminating redundant dimensions,

T'his type of variable elnstoring is able to officiently find gronps of varables that are as maeh
correlaled as possible among Uhemselves and as moch aocorrelaied as possible with respect o
variables containcd in other clusters. If the sccond cipenvalue for the cluster is greater than a
specified threshold, the cluster i split into two different. dimensions. Uhe reassignment of variables
Lo clusiers oeowrs i bwo phases, The [rst 15 & gearesl cowponent sorbing phase, shoilarc in prineipls
tor the nearest centroid sorting algorithms deseribed by Anderberg (1973). During each iteration
the eluster componenls are compiiled amd each variable s assigoed Lo the component wilth which
it has the highest sguarcd correlation. The sccond phase involves a scarch algorithm in which
each variable is tested to see i assigning it to s different clhister Inereases the amonnt of varianee
explained. I a variable is reassigued during the seacrch phase. the components of the two clusters
invalved are recomputed before the next variable is tested.
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2.2 Nomparametric feature sclection

On ol the nopparsmetric method emploved o (his contribuaiion is the chi-sguare selecltion erilerion
in the case of binary targets. This eriterion provides a tast preliminary variable assessment and
Facilitates the rapid developroent of predictive models with large volnmes of data, Variable selection,
based on chi-souare, is performed nsing binary variable splits for masdmizing the chi-square values
of a comtingerney table.

We siress ond the the previons oue 35 not the only emploved feature selection method. To order 1o
abitain a valid comparison on the topic under analysis, we introduce the Kruskal-Wallis test {see e.g,
Comower. 971 the nom parametrie version of ANOWYA analysis representing o simple generalization
of the Wileoxon lest lor lwo independent samples, as well, Oo the basis of W independent samples
M1« ooy Ng.in this context represented by the different status of the tissucs (normal vs malignant)
present in the analyvsis | o anigne big sample s ereated by means of fusion of the originals k samples.
The above result is ordered [rom the smaller value (equency) to the bigger one, and a rank is
assirned to each one. Finally B; s ealenlated, that 35 the mean of the ranks of the observations in
the -th sample. The stalisiic is:

12 K o i1 y2
Jn.',:“.\l_'_” aa=1 ﬂ,-{R..— 9 l:l

KWW =
377 (-1
1- LIE" .ﬂuli

(1)

where Lhe denominator [actor 5 needed when (here are Lied observalions (as 10 18 (ypleal in
gene cxpreasion application jand the null hypothesis, that all the gene cxpression distributions areo
the s, is rejecteod if:

KW > X%, (2)

Wi also recall some clements rogarding elassification or decigion tree methods that will be
emploved as leature seleclion melhod as well, They are a good chvice when (he Lask of the analysis
is classification or prodiction of outeomes and the goal is to generate rules that can be casily
nnderstood aud explained. o partienlsar in genomic mining feld they represent irees in which
internal nodes are labelled by genes names, branches departing rom them ace labelled by tests on
the weight that the gone has in the analyzed pationt, and finally loafs represent category (normal,
wialignant ), This kind ol classilier calegorizes a lesl row (a palient) p; by recorsively Lesling for
the wights that the gene labelling the internal nodes have in vector py, until a leat node is reached;
the Lsbel if (his node s then assigned fo gy As the Keoskal Wallis test, the decision tree s a
method belonging to the [amily of pon parametric models, so that we do not have to choose a
distribmtiom for the gene prosent in the dataset. that constitntes a not stimple problem in this kind
ol applicalion,

In this particular context the CHAID tree (see, e.g, Breiman, 1954) has been emploved, CHAID
(Chi Sqnared Automatie Intoraction Detector), a8 we said bofore, represents aovalid and simple non
paramelric metlund 1o nvestipale the dependency ol a4 response variables on several explaoatory
variables. The name itsclf sugpests that the measure cmploved for the evaluation of such a depen-
demey is the known ehi sguare index on the basis of which the homonvimons test is derived. The
purpose of the procedure is to split a set of observations in a way that, the subgroups (linal leaves)
diffor significantly with respect to the desipnated eviterion. 'Uhe segments derived by CHALD are
wilually exelusive aud exhaustive which means (hal (he segents do wol overlap amd each obser-
vation of the sample is contained in exactly one scgment. A CHAID trec can be emploved overy
time i categorical dependent variable and g set of categorical ndependent variables [continmons
way be used as well bul e st step of the analvsis is Lo categorize them) are presenl in the
databasc.

The procedure nsed by the CHATD tree is guite elaborated and is divided in two distinet
phases:the lrsl one is dedicaled o Lhe evaluation of (he best wonber of calegories within each
variable by means of a strategy of "merge and divide’, based on the p-values derived by the below
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mltiple chi-sgnare test. Onee completed the above step. another phase starts alming at the location
ol the best independent vaciable as lrst predicior of the target variable. Ouee again a chi square
test is employved and is computed for cach contingeney table derived from the interseetion of the
bargel wvariable with every single response variable, As s consequence the Grst split falls on the
variable that presents the higher computed chi sgquave test amd the lowest p-value, Le, the stronger
associntion between them. Onee completed the fivst level of the free. the procedore starts again
cousidering all the available variables inceluded the lest level ope. Thereby the procedure s recursive
and it stops once satisficd one of the selected stopping roles.

The methodology here proposed combines the main elements of both the models shove, First of all
we applied the Kruskal-Wallis test to the gene expression available dataset | in order to select penes
characterized by distribntion profiles more heterogeneons and different from each other. '1'his part
ol the analysis is uselul Lo eliminate genes which values repeal in a constant or semi-constant way
along the group variable (malignant or not tizsue). The test is repeated 226 times (a2 many ag the
genes present in the dataset jeach time on s different variable obtainiog o lst of test statistic and
associated p-values, From the comparison between the latter amd the o choose (1 %), 108 varialiles
(pemes) are selected in the somse that they roject the il hypothesis of similar distribntion in the
bwo dillferenl proups (ssues stalos), Bven i the dimension bas been strongly redoeed, another
step of sclection is needed in the direction of keeping only the most relevant gencs satisfyving the
initial requiretment of best discrimination.

The genes selected as shown above ave combined, as we will see later, with penes located by the
application of the decision troes In fact the decision tree is applicd to the same data ser previonsly
ewploved awd during every phase, Lhe recorsive alporithm selects fealures (hal belter distingnish
tissucs status. After the application of the two models we have two different sets of goncs, one
selected with the Krskal-Wallis test, and another one located with the decision tree. Now it is
wselul bo remember the objective of this analyvsis: [rst ol all the dimensionality reduclion Lo oblain
ust genes which exprossion reveal a real inflnence on the status. In the table we roport only genes
i comnon belween the test and the decision iree based on Chi square messnre, As g conseqgnence
wi finallv abtain a very small set of menes that will be compared to the marker sclection derived
O,

3 Methodological Proposal

Onr methodological proposal aims ot the comparison of the above cxplained foature selection
wethods by weans of an opporiune predictive wodel, We waul Lo investigale which [ealure seleclion
method is better in choosing genes most related to the target variable that in this comtexts is
represented by the tizsne statns (malignand vs normal). Among the seversl available predictive
technigues, we decided to employ decision tree models which mpurity measure is the Gind indesx,
We assoss this chose model on the basis of the confusion matrix.

4 Application

In this section woe deseribe a real application based om gene expressions. The available data iz a
subrsel laken rom a large database (Genelxpress) and analyeed by 5 Youug el al (18971 The
data sct 15 composed by 112,800 pene expressions ordered into 224 columns and 304 rows, Columns
represent i set of 224 genes. vows corresporid to S0 sanples, covering ® tissne types - adipose tissne,
breasi, colon, kiduey, liver, Tung, ovary and prostate - both gormal (249 saoples) and walipnant
(2505 samples). The original database comtaing variables measired on oo continons seale with hoth
positive and nepalive values, Tu order o apply the stalistical leslure seleclion methods shown
before, we recoditied the variables on a cateporical scale with values ranging between [-6; | 51.We
have alzo applied label "1 to malignant tissnes and 07 to normeal tissnes | binary valnes of the target
varialde).

For sake of simplicity, we refer the reader to Figing and Giudici (2006) for the detailed descriptive
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data analysis. First of all we have applied the feature selection methods deseribed above on the
wiodilied datasel as we bave explained so lar,

For whatt concerns marker selection, we nse the sotropy as @ measare of genes diversity that
attains a maximum il all genes are present in equal quantities, IDonly a subset s of genes was typed
then some of the original might become indistingnishable and henee will be merged. 'The seqnenen
ol genes subsel generdles a wonolonic sequence of oplimal approsimations (as weasured by Cheir
entropy ) to the structure of the data. 'This method has been implemented in a software code using
stnple recursive search algorithm, which generates and evaluates all possible genes subsets. I this
way we select the variables that are most mportant to explain the patient disease. The penes
selected by marker selectiom approach are (in decreasing order of importanes):

— Genel49
Genelld
Gene 130

— Geme2| T

— Genelhd
Cenedl
(Gene

— Goeme | T4

— Genedi

— Gene2s
Censdl)

— Genels

— Gimed

— GeneT
Ceneldl

— CGened

— Gemeld

— Genelf9
Cene207
Ceneldd

— Gemeh

— Goenel

The wethodology based on non parametrie featnre selection, explained above consists of two
sequential steps:

Kruskal-Wallis Lest to Lhe gene expression available dalasel
— CITATD free applied to the same dataset.

This part of the analysis is useful to eliminate genes which values repeat in a constant or seini-
comstant wiy along the gronp variable (malignant or normal tissne).
The Lest is repeated 226 (imes (a8 many as te genes present in 1he datasel jeach Line oo a dillerent
variable obtaining a list of fest statistic and associated p-values.
The genes selected as shown above, are combined, with genss located by the application of the
decision trec, In particular we consider as significant only penes n common between the test and
the CHAID decision tree. As a conscqnence wo finally obtain a very small set of gomes:

— Genel49
Genels
Genel 19

— Gemel 85

— CGenelf3
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As the reader can simply notice there are just three genes i common between the procedare, in

[act the warker selection procedure lends lo gelect a higher nuober of feature, thereby it is wselul
to cvaluate which reduced set is the best in terms of prediction power. In order to bettor compare
Phe bwo selections (the Arst one based on marker selection and (he second one based on Koeskall
wallis test), we have run two classification tree maodels with the same settings and compared the
resnlting goodness of At measares like ax misclassifeation rate and confusion matrix.
The coulusion malris (seewey, Giudich. 2003) is used as an indication ol the properties of a clas-
sification {discriminator) ruole. |t contains the number of clements that have boen correctly or
incorrectly classified for esch elass. On ks main disgonal we can see the munber of observtions
that have been correctly classilied [or each class while the oll-diagonal elements indicate the number
of observations that have boon incorrectly classificd. We classify the obsorvations of a validation
datasel iu lowr possible categories: the observalions predicted as evenls and ellectively such; the ob-
servations prodicted as cvents and effectively non events: the observations predicted as non events
and effactively events; the observations predicied as non events sod elfectively soch. We liave bile
two different decision trees, one based on penes selected by the marker selection approach and
another ome based on genes located with non parsmetric approach. They are both based om the
s tessnre ol dopurily (Gind index) and the reguired winimal moober of observatioons lor a splil
ig cgual to 300 In order to seleet the bhetter feature selection method in Table 1 we show the twao
conlision el

[Freagiueney [Preel marker=0]Tred marker=1]Pred KW-CHAID=0[rd KW-CHATD=1
Obs marker—( | 34 12 : -
Ubs marker=1 16 34 5 -
O KW-CLTATD—0) - - a3 12
i BOW-CHAID = - - 17 49

Table 1. Confusion Matrix of marker selection and Kruskal-Wallis CHATD scelection

Table 2. Misclassitication Vrrors

Misclassification errors
Marker Select| 27%
E-W CHAID| 28'%

As wo ean infer from the confusion matrix results. the two proposed feature selection methods
are comparible and quite similar in ferm of misclassification error. By the way the munber of
selected penes ave slightly different;

— 7 genes from marker foature selection approach

5 penes from Kruskal-Wallis CHATD seletion

According to onc of the most important principle in model selection ficld, known as parsimony
rle. we shonld prefor the second approsch. However more analysis are needed moorder to esctend
this resulls, We would like Lo fwprove this conlribulion ocusiog on slralilied leature seleclion,
taking into account the biological composition for the available tissue types.
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