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Abstract

We study the inverse permutation σ :x �→ x−1 on the field of order 2n by means of their com-
ponent functions fλ. We prove that the weights of derivatives of fλ can be expressed in terms of
Kloosterman sums. We are then able to compute some indicators of the propagation characteristics
of σ . We can claim that σ , which is considered as a good cryptographic mapping regarding several
criteria, is moreover such that the functions fλ have good propagation properties with respect to
these indicators.

We further deduce several new formulas on Kloosterman sums, by using classical formulas which
link any Boolean function with its derivatives.
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1. Introduction

The security of most conventional cryptographic systems is based on some properties of
Boolean functions—currently called cryptographic criteria. In iterated block ciphers, the
ciphertext is obtained by iteratively applying a keyed function, called the round function,
to the plaintext. The design of such ciphers relies on the development of their cryptanaly-
sis. It is particularly true since the publication of two generic attacks: the differential and
the linear cryptanalysis. The ability to resist against differential cryptanalysis was no-
tably described through specific criteria of Boolean functions (see, for instance, [1,2]). The
propagation criterion (PC) was introduced by Preneel et al. [15], generalizing the strict
avalanche criterion [16]. More generally, the propagation characteristics of any Boolean
function refer to certain properties of its derivatives [17].

Let us denote by Bn the set of Boolean functions of n variables. Throughout the paper,
E∗ = E \ {0} for any set E. For computing the spectrum of any f ∈ Bn we will use the
notation:

F(f ) =
∑
x∈Fn

2

(−1)f (x). (1)

The differential properties (sometimes called autocorrelation properties) measure the unba-
lancedness of the function’s derivatives. More formally, for any Boolean function f ∈ Bn,
its derivative with respect to nonzero a ∈ Fn

2 is the function of Bn defined as

Daf (x) = f (x) + f (x + a), x ∈ Fn
2 . (2)

The worst case arises when Daf (x) is constant, that is Daf (x) = 0 or 1, for some
nonzero a. Such an a is called a linear structure of f . This feature should be avoided in
a well-designed cipher and furthermore it is of interest to choose f such that the absolute
value of the differential spectra,

M(f ) = max
a∈Fn∗

2

∣∣F(Daf )
∣∣, (3)

is minimized. In [17], the authors propose another indicator, the second moment of the
auto-correlation coefficients called the sum-of-squares indicator

ν(f ) =
∑
a∈Fn

2

(
F(Daf )

)2
, (4)

where, by convention, F(D0f ) = 2n. Note that obviously 22n � ν(f ) � 23n with equality
if and only if f is bent1 and f is constant, respectively. A function f is said to have

1 f is bent if and only if all its derivatives are balanced, that is F(Daf ) = 0 for any a �= 0. Bent functions exist
for even n only. They have the best possible nonlinearity which is 2n−1 − 2n/2−1.
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good propagation characteristics with respect to the indicators M(f ) and ν(f ) when these
quantities are small.

In the case of vectorial functions, that is functions G with n binary inputs and m binary
outputs, the derivatives of G may be defined with respect to the nonzero linear combina-
tions of its coordinates, m Boolean functions g1, . . . , gm providing the m outputs. Hence,
for any nonzero b ∈ Fm

2 we consider the Boolean function g(b)(x) = ∑m
i=1 bigi(x) and de-

fine Dag
(b) as in (2). Then similarly to the Boolean case we may look for the maximum

absolute value of the spectra,

M(G) = max
b∈Fm∗

2

M
(
g(b)

)
, (5)

and also to

V(G) = max
b∈Fm∗

2

ν
(
g(b)

)
. (6)

The 2m − 1 functions g(b) are usually called the component functions of G. In the case
where m = n, G is generally a permutation on Fn

2. Some power permutations, x �→ xd ,
are used in DES-like cryptosystems, notably the almost bent functions [5] for odd n. For
the study of power permutations it is usual to identify Fn

2 with the field of order 2n. The
component functions of x �→ xd are the functions

x �→ Tr
(
λxd

)
, λ ∈ F2n ,

where Tr is the trace function, i.e., Tr(a) = a + a2 + · · · + a2n−1
for any a ∈ F2n .

The permutation σ :x �→ x−1 appears in the design of the AES cryptosystem [8]. This
permutation is considered as a very good cryptographic mapping. Notably, it opposes an
high resistance against differential cryptanalysis [14]. Note that to compute the spectrum
of any component function x �→ Tr(λx−1) of σ is exactly to compute a Kloosterman sum.

In this paper we essentially prove that the mapping σ :x �→ x−1 has good propagation
characteristics with respect to the indicators M(σ ) and V(σ ). We obtain this result by
establishing a relation between the spectra of component functions and of its derivatives
(Theorem 1). We give the exact values of M(σ ) and V(σ ) (Theorem 2). We then derive a
number of new formulas on Kloosterman sums which make our’s contribution to the theory
of Kloosterman sums (Propositions 1–4).

2. Preliminaries

From now on, we identify Fn
2 with the field of order 2n, denoted F2n . So the set Bn

is the set of Boolean functions on F2n . Recall that Tr is the trace-function on F2n and set
e(p(x)) = (−1)Tr(p(x)) for any polynomial p on F2n .
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Let us denote by ϕa , a ∈ F2n , the linear functions of Bn. They are defined as follows:
ϕa(x) = Tr(ax) for x ∈ F2n . For any Boolean function g ∈ Bn, the Fourier-transform of g

in point a ∈ F2n is

F(g + ϕa) =
∑

x∈F2n

(−1)g(x)+Tr(ax). (7)

The set {F(g + ϕa) | a ∈ F2n} is usually called the spectrum of g. The Hamming weight
of g ∈ Bn, say wt(g), is the number of x such that g(x) = 1. The function g is said to
be balanced when wt(g) = 2n−1. The nonlinearity N(g) of g is the minimum value of
wt(g + ϕa), when a runs through F2n ; it is quantified by

L(g) = max
a∈F2n

∣∣F(g + ϕa)
∣∣. (8)

Recall that

N(g) = 2n−1 − L(g)

2
.

We will need some classical formulas on Boolean functions. First recall, for any g ∈ Bn,
Parseval’s relation

∑
a∈F2n

F2(g + ϕa) = 22n (9)

and also the inverse formula of (7), for any b ∈ F2n ,

∑
a∈F2n

(−1)Tr(ab)F(g + ϕa) = 2n(−1)g(b). (10)

Basic properties on Boolean functions can be found, for instance, in [2,3,7] and in refer-
ences therein.

Definition 1. The classical Kloosterman sum K(a) on F2n , for each a ∈ F2n , is defined as
follows:

K(a) =
∑

x∈F∗
2n

(−1)Tr( 1
x
+ax).

The complete Kloosterman sum is K(a) = K(a) + 1, when taking the sum above on F2n

(by convention 0−1 = 0).

The set of values of K(a) was determined by Lachaud and Wolfmann [12, Theo-
rem 3.4]. In the next lemma, K(a) is replaced by K(a) = K(a) + 1.
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Lemma 1. The set {K(a) | a ∈ F∗
2n} is the set of all integers s such that

s ≡ 0 (mod 4) in the range
[−2(n/2)+1 + 1, 2(n/2)+1 + 1

]
.

Consequently, the function f ∈ Bn, defined by f (x) = Tr(x−1), satisfies:

L(f ) =
{

2(n+2)/2 for even n,

max{k ≡ 0 (mod 4) | k < 2(n/2)+1 + 1} for odd n.
(11)

Note that we have (where x = ya and z2 = y):

∑
x∈F∗

2n

e

(
a

x
+ ax

)
=

∑
y∈F∗

2n

e

(
1

y
+ a2y

)
=

∑
z∈F∗

2n

e

(
1

z
+ az

)
.

Thus

K(a) =
∑

x∈F∗
2n

(−1)Tr( a
x
+ax) and K(a) =

∑
x∈F2n

(−1)Tr( a
x
+ax). (12)

Note that K(0) = 0 and, further, K(1/0) = 0, since by convention 0−1 = 0. The following
result was previously proved by Helleseth and Zinoviev in [11]:

Lemma 2. For any n � 3,

K(a) ≡
{

4 (mod 8) if Tr(a) = 1,

0 (mod 8) if Tr(a) = 0.

3. Propagation characteristics of x �→ x−1

From now on we denote by σ the permutation x �→ x−1 on F2n , and we assume that
n � 3.

Theorem 1. Let λ ∈ F∗
2n and define fλ ∈ Bn as fλ(x) = Tr(λx−1), x ∈ F2n . Recall that

Dufλ(x) = fλ(x) + fλ(x + u) and e(p(x)) = (−1)Tr(p(x)). Then for any u �= 0:

F(Dufλ) =K
(

λ

u

)
+ 2

(
e

(
λ

u

)
− 1

)
=

∑
x∈F2n

e

(
λ

u

(
x−1 + x

)) + 2

(
e

(
λ

u

)
− 1

)
.

(13)

Proof. For any u ∈ F∗
2n , we compute F(Dufλ):
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F(Dufλ) =
∑

x∈F2n

e
(
λ
(
x−1 + (x + u)−1))

=
∑

x∈F2n\{0,u}
e

(
λ

(
1

x
+ 1

x + u

))
+ 2e

(
λ

u

)

=
∑

x∈F2n\{0,u}
e

(
λ

(
x + u + x

x2 + ux

))
+ 2e

(
λ

u

)

=
∑

x∈F2n\{0,u}
e

(
λ

(
u

x2 + ux

))
+ 2e

(
λ

u

)

=
∑

y∈F2n\{0,1}
e

(
λ

(
u

(u/y)2 + (u2/y)

))
+ 2e

(
λ

u

)

=
∑

y∈F2n\{0,1}
e

(
λ

(
uy2

u2(y + 1)

))
+ 2e

(
λ

u

)

=
∑

y∈F2n\{0,1}
e

(
λ

(
(y + 1)2 + 1

u(y + 1)

))
+ 2e

(
λ

u

)

=
∑

y∈F2n\{0,1}
e

(
λ

u

(
(y + 1) + 1

y + 1

))
+ 2e

(
λ

u

)

=
∑

z∈F2n\{0,1}
e

(
λ

u

(
z + 1

z

))
+ 2e

(
λ

u

)
.

In the computation above we set first y = u/x, and later z = y + 1. Thus, using (12), we
can express F(Dufλ) as follows:

F(Dufλ) =K
(

λ

u

)
+

(
2e

(
λ

u

)
− 2

)
. �

The next property is easily proved; we indicate the proof for clarity.

Lemma 3. [7] Let g be any function in Bn, n � 3, such that wt(g) is even. Then for any
a ∈ F2n :

F(Dag) ≡ 0 (mod 8).

Proof. For any a �= 0, we define the function ga :x �→ g(x + a). Then

wt(Dag) = wt(g) + wt(ga) − 2 wt(gga) = 2 wt(g) − 2 wt(gga).
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Now, we observe that x satisfies g(x)g(x+a) = 1 if and only if x+a satisfies this equation
too. Thus wt(Dag) is divisible by 4 or, equivalently, F(Dag) is divisible by 8 since it is
equal to 2n − 2 wt(Dag). �
Remark 1. It is easy to deduce Lemma 2 from the previous theorem. Indeed, according to
Lemma 3, Theorem 1 implies, taking u = 1 and any λ:

K(λ) ≡ 2
(
1 − (−1)Tr(λ)

)
(mod 8).

Lemma 2 is obviously deduced, since the term above on the right equals 0 when Tr(λ) = 0
and 4 otherwise.

Theorem 1 extends, in a certain sense, Lemma 1. Recall that we assume that n � 3.

Corollary 1. Let fλ ∈ Bn, fλ(x) = Tr(λx−1) with λ ∈ F∗
2n . Consider the derivatives of fλ,

with respect to u ∈ F∗
2n :

Dufλ :x �→ Tr
(
λ
(
x−1 + (x + u)−1)).

Then F(Dufλ) takes any value s divisible by 8 in the range

[−2(n/2)+1 − 3, 2(n/2)+1 + 1
]

when u runs through F∗
2n .

Proof. Consider formula (13) for any fixed λ. We know from Lemma 1 that K(λ/u) takes
any value s divisible by 4 in the range

[−2(n/2)+1 + 1, 2(n/2)+1 + 1
]

when u runs through F∗
2n .

Moreover, from Lemma 2, K(λ/u) ≡ 0 (mod 8) if and only if Tr(λ/u) = 0.
Thus, when Tr(λ/u) = 0 we get from (13):

F(Dufλ) =K(λ/u) ≡ 0 (mod 8).

And we deduce that F(Dufλ) takes any value K(λ/u) which is divisible by 8 in the range
[−2(n/2)+1 + 1, 2(n/2)+1 + 1].

Assume now that Tr(λ/u) = 1; thus K(λ/u) is congruent to 4 modulo 8. In this case,
we have from (13) and using Lemma 3:

F(Dufλ) =K(λ/u) − 4 ≡ 0 (mod 8).

Thus F(Dufλ) takes any value K(λ/u) − 4, which is divisible by 8, in the range
[−2(n/2)+1 − 3,2(n/2)+1 − 3], completing the proof. �



Aut
ho

r's
   

pe
rs

on
al

   
co

py

P. Charpin et al. / Finite Fields and Their Applications 13 (2007) 366–381 373

The functions fλ, λ ∈ F∗
2n , are the component functions of the permutation σ . More

precisely, taking any basis {λ1, . . . , λn} in F2n , σ can be represented as follows:

σ(x) =
⎧⎨
⎩

fλ1(x),

. . .

fλn(x).

Using the previous theorem, we are going to compute the formulas (5) and (6) for σ . In
the next corollary, we study the component functions of σ . Recall that M(f ) and ν(f ),
f ∈ Bn, are respectively defined by (3) and (4).

Corollary 2. Let fλ :x �→ Tr(λx−1), fλ ∈ Bn, with λ ∈ F∗
2n (n � 3). Then M(fλ) and ν(fλ)

depend on n only. More precisely,

M(fλ) = max
a∈F∗

2n

∣∣K(a) + 2
(
(−1)Tr(a) − 1

)∣∣. (14)

That is, setting κn = max{k ≡ 0 (mod 4) | k < 2(n/2)+1 + 1} for odd n,

M(fλ) =
⎧⎨
⎩

2(n+2)/2 for even n,
κn for odd n such that κn ≡ 0 (mod 8),
κn ± 4 for odd n such that κn ≡ 4 (mod 8).

(15)

Moreover,

ν(fλ) =
{

22n+1 + 2n+3 if n is even,
22n+1 if n is odd.

Proof. By applying Theorem 1, formula (3) becomes

M(fλ) = max
u∈F∗

2n

∣∣F(Dufλ)
∣∣ = max

u

∣∣∣∣K
(

λ

u

)
+ 2

(
(−1)Tr(λ/u) − 1

)∣∣∣∣
= max

a∈F∗
2n

∣∣K(a) + 2
(
(−1)Tr(a) − 1

)∣∣,

by replacing a = λ/u. Note that λ and u are nonzero elements. Thus, (14) is proved.
From Lemma 1, we know the maximal absolute value of K(a), i.e., the nonlinearity of

fλ (see (11)). When n is even, it is exactly 2(n/2)+1 which is divisible by 8, since n � 4.
Thus, we obtain this value for a such that Tr(a) = 0 (Lemma 2); we further deduce from
(14) that M(fλ) = 2(n+2)/2. For odd n, the maximal absolute value ofK(a) equals κn. If κn

is divisible by 8, we get as before M(fλ) = κn. Otherwise, i.e., if κn ≡ 4 (mod 8), assume
that there is a such that K(a) = −κn. For this a we have Tr(a) = 1. Then, from (14),

M(fλ) = |−κn − 4| = κn + 4.
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If such a does not exist, we deduce that K(b), for b ∈ F2n , takes all values divisible by 4
in the range [−κn + 4, κn]. Moreover, there is b such that K(b) = κn (with Tr(b) = 1) and
there is c such that K(c) = −κn + 4 (with Tr(c) = 0). Thus, according to (14), we get

M(fλ) = max
{|κn − 4|, |−κn + 4|} = κn − 4,

completing the proof of (15). Now, using formulas (4) and (13), we have

ν(fλ) =
∑

u∈F2n

(
F(Dufλ)

)2 = 22n +
∑

u∈F∗
2n

(
K

(
λ

u

)
+ 2

(
(−1)Tr(λ/u) − 1

))2

.

We are going to compute the sum above on the right. We denote by �(u) the expression
(−1)Tr(λ/u) − 1. Further, we have

∑
u∈F∗

2n

(
K

(
λ

u

)
+ 2�(u)

)2

=
∑

u∈F∗
2n

(
K

(
λ

u

))2

+ 4

( ∑
u∈F∗

2n

((
�(u)

)2 + �(u)K
(

λ

u

)))
.

Using (9) and the fact that K(0) = 0, we get

∑
u∈F∗

2n

(
K

(
λ

u

))2

= 22n.

We now apply (10) two times in the next computation, taking g(x) = Tr(x−1), b = 1 and
b = 0:

∑
u∈F∗

2n

�(u)K
(

λ

u

)
=

∑
u∈F∗

2n

(−1)Tr(λ/u)K
(

λ

u

)
−

∑
u∈F∗

2n

K
(

λ

u

)

=
∑

a∈F2n

(−1)Tr(a)K(a) −
∑

a∈F2n

K(a)

= 2n
(
(−1)Tr(1) − 1

)
.

Since (�(u))2 equals 0 if Tr(λ/u) = 0 and 4 otherwise, we have

∑
u∈F∗

2n

(
�(u)

)2 = 2n−1 × 4 = 2n+1.

Finally, we obtain

ν(fλ) = 22n+1 + 2n+2((−1)Tr(1) − 1
) + 2n+3.

Thus ν(fλ) = 22n+1 + 2n+3 when Tr(1) = 0 (n even). Otherwise, if n is odd then ν(fλ) =
22n+1, completing the proof. �
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Theorem 2. Let σ be the permutation x �→ x−1 on F2n ; the functions fλ are the compo-
nent functions of σ . The values M(fλ) and ν(fλ) are given by Corollary 2. Then for any
λ ∈ F∗

2n :

M(σ ) = M(fλ) and V(σ ) = ν(fλ).

Proof. As noticed in Corollary 2, the values M(fλ) and ν(fλ) do not depend on λ. Thus,
we directly compute the formulas (5) and (6) for σ :

M(σ ) = max
λ∈F∗

2n

M(fλ) = M(fλ) and V(σ ) = max
λ∈F∗

2n

ν(fλ) = ν(fλ),

completing the proof. �
To conclude this section, we want to replace the cryptographic properties of σ in a more

general context. Let G be any permutation on F2n and denote by gλ, λ ∈ F∗
2n , the compo-

nent functions of G. The nonlinearity of G is quantified by means of the nonlinearities of
its component functions. Precisely,

Λ(G) = max
λ∈F∗

2n

L(gλ),

where L(gλ) is defined by (8). When n is odd then Λ(G) is known to be greater than or
equal to 2(n+1)/2. When n is even, it is known that Λ(G) is strictly greater than 2n/2; the
best known value is Λ(G) = 2(n+2)/2 for some G. If G is of the form x �→ xd , where d

and 2n − 1 are coprime, then all gλ have the same nonlinearity. This is because

∑
x∈F2n

e
(
bxd + ax

) =
∑

y∈F2n

e

(
yd + a

b1/d
y

)
,

where y = b1/dx. In particular, Λ(σ) = L(f ) where f (x) = Tr(x−1). The value L(f ),
given by (11), is deduced from Lemma 1. One considers that the inverse permutation σ has
a good nonlinearity. For even n, σ has the best known nonlinearity.

Generally, the indicators M(G) and V(G) are not known. They are, however, known
for some (but few) special functions G. Consider for instance, for odd n, any almost bent
function G2. For such G, all component functions gλ have the same spectrum, the set
{0,±2(n+1)/2}. In this case V(G) is considered as small: V(G) = ν(gλ) = 22n+1 for any λ

[4,18]. But, M(G) is not known unless G is quadratic. When G is quadratic M(G) and
V(G) can be computed. But such G has some component functions gλ which have at least
one constant derivative, i.e., one linear structure. This fact provides M(G) = 2n which is
the worst value.

Actually, little is known aboutM(G) and V(G) when G is any vectorial function, since
there are few general results about the differential properties of Boolean functions. To find

2 See [5] for more explanations on permutations and almost bent functions.
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M(gλ) for any λ seems to be a very difficult problem, as well as to establish good bounds
on these quantities.

To illustrate our purpose, we want to mention a recent work on M(g), g being any
Boolean function on F2n , n odd. It was conjectured a long time that if g is balanced
then M(g) � 2(n+1)/2. Recently, Maitra and Sarkhar, in [13], proved that for n = 15, the
Patterson–Wiedermann functions satisfy M(g) = 160 (while 2(n+1)/2 = 256). Since these
functions are not balanced, the authors derive from these functions a balanced function
such that M(g) = 216, which disproves the conjecture.

Here we proved that any component function fλ of σ is such that M(fλ) is close to
2n/2+1 and this is a small value. Note that, moreover, each fλ is balanced. The indicator
ν(fλ) is also small comparing to the upper bound 23m. More precisely, it is small when
we refer to Proposition V.2 of [3] which gives good upper bounds for functions g of high
nonlinearity:

• if n is odd and L(g) � 2(n+1)/2 then ν(g) � 22n+1;
• if n is even and L(g) � 2(n+2)/2 then ν(g) � 22n+2.

Note that for n even L(fλ) = 2(n+2)/2 and we proved that ν(fλ) = 22n+1 + 2n+3. For n

odd we have 2(n+1)/2 � L(fλ) < 2n/2+1 + 1, but we proved that ν(fλ) = 22n+1. Thus we
can conclude:

Corollary 3. The permutation σ :x �→ x−1 has good propagation characteristics with re-
spect toM(σ ) and V(σ ). In other terms, the indicatorsM(σ ) and V(σ ) (see respectively
(5) and (6)) are small.

4. New formulas on Kloosterman sums

In [3], several relations between the values F(g + ϕa) and F(Dug), where a ∈ F2n ,
u ∈ F∗

2n and g is any function in Bn, were studied. In this section, we consider the Boolean
function f :x �→ Tr(x−1) on F2n . Thus

(f + ϕa)(x) = Tr
(
x−1 + ax

)
and F(f + ϕa) =K(a).

In the previous section, we proved that F(Duf ) can be expressed by means of K(1/u)

(Theorem 1). We then deduced the value of ν(f ). Using these results and classical formulas
on Boolean functions, we will derive new formulas on Kloosterman sums. Recall that n � 3
as in the previous section.

Formulas (16)–(19) below are proved in [3] or usually known. First for any g ∈ Bn:

∑
a∈F2n

F4(g + ϕa) = 2nν(g). (16)

Thus, applying this to f and using Corollary 2, we obtain the following:
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Proposition 1.

∑
a∈F2n

(
K(a)

)4 =
{

23n+1 + 22n+3 if n is even,
23n+1 if n is odd.

Remark 2. By the previous proposition, we know the sum of the fourth powers of the
K(a), a ∈ F2n . Note that the sum of the third powers is known. It is given by

∑
a∈F2n

(
K(a)

)3 = 22nN,

where N is the number of x ∈ F2n such that 1 + x−1 + (x + 1)−1 = 0 (see [10, Theo-
rem 3.4]). It is easy to check that

1 + x2n−1−1 + (x + 1)2n−1−1 = (x2n−2 + x)2

x(1 + x)
.

When gcd(n − 2, n) = 1 (i.e., n is odd) then N = 2. Otherwise, when n is even,
gcd(n − 2, n) = 2 providing N = 4.

For any g ∈ Bn and a ∈ F2n , we have this classical formula:

F2(g + ϕa) =
∑

u∈F2n

(−1)Tr(au)F(Dug), (17)

which leads to the next formula when applied to our function f .

Proposition 2. For any a ∈ F2n , a �= 0:

(
K(a)

)2 − 2K(a) = 2n +
∑

u∈F∗
2n

(−1)Tr(au)K
(

1

u

)
.

Consequently, K(a) = 0 if and only if the sum above on the right is equal to −2n.

Proof. We apply (17) to the function f , where f (x) = Tr(x−1) so thatF(f +ϕa) =K(a).
Using (13), we obtain

F2(f + ϕa) = 2n +
∑

u∈F∗
2n

(−1)Tr(au)F(Duf )

= 2n +
∑

u∈F∗
2n

(−1)Tr(au)

(
K

(
1

u

)
+ 2(−1)Tr(1/u) − 2

)



Aut
ho

r's
   

pe
rs

on
al

   
co

py

378 P. Charpin et al. / Finite Fields and Their Applications 13 (2007) 366–381

= 2n +
∑

u∈F∗
2n

(−1)Tr(au)K
(

1

u

)
− 2

∑
u∈F∗

2n

(−1)Tr(au) + 2
∑

u∈F∗
2n

(−1)Tr(1/u+au)

= 2n +
∑

u∈F∗
2n

(−1)Tr(au)K
(

1

u

)
+ 2K(a).

Noticing that one cannot have K(a) = 2, the proof is completed. �
We will obtain another expression of K2(a) − 2K(a) as an instance of another general

formula (see Proposition 3 later). Let V be a subspace of F2n of dimension k and denote
by V ⊥ the dual of V . Then any g ∈ Bn satisfies

∑
a∈V

F2(g + ϕa) = 2k
∑

u∈V ⊥
F(Dug) (18)

and
∑
a∈V

F(g + ϕa) = 2k
∑

u∈V ⊥
(−1)g(u). (19)

Note that in this paper

V ⊥ = {
y | Tr(yx) = 0 for all x ∈ V

}
.

Proposition 3. For any subspace V of F2n of dimension k, 1 � k � n − 1:

∑
a∈V

(
K2(a) − 2K(a)

) = 2n+1(2k−1 − 1
) + 2k

∑
u∈V ⊥

K
(

1

u

)
. (20)

In particular, if V = {0, v}⊥ for some v ∈ F∗
2n then

∑
a, Tr(av)=0

(
K2(a) − 2K(a)

) = 2n+1(2n−2 − 1
) + 2n−1K

(
1

v

)
.

If V = {0, a} then

(
K(a)

)2 − 2K(a) = 2
∑

u, Tr(au)=0

K
(

1

u

)
. (21)

Proof. Recall that K(1/u) = 0 for u = 0. We compute the sum on V by applying (18)
and (19) to the function f , where f (x) = Tr(x−1) so that F(f + ϕa) =K(a). According
to (13), with λ = 1, we have
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∑
a∈V

K2(a) = 2k
∑

u∈V ⊥
F(Duf )

(
using (18)

)

= 2k+n + 2k
∑

u∈V ⊥\{0}

(
K

(
1

u

)
+ 2(−1)Tr(1/u) − 2

)

= 2k+n − 2k+1(2n−k − 1
) + 2k

∑
u∈V ⊥

K
(

1

u

)

+ 2k+1
( ∑

u∈V ⊥
(−1)Tr(1/u) − 1

)

= 2k+n − 2n+1 + 2k
∑

u∈V ⊥
K

(
1

u

)
+ 2k+1

∑
u∈V ⊥

(−1)Tr(1/u).

Now we apply (19) to f :
∑
a∈V

K(a) = 2k
∑

u∈V ⊥
(−1)Tr(1/u)

and then obtain (20). The other formulas are instances of (20) for particular V , noticing the
{0, v}⊥ is the kernel of ϕv . �

When n = 2t we derive another interesting formula.

Proposition 4. Let n = 2t with t � 2. Consider the Kloosterman sums K(a) on F2n . Then
∑

a∈F2t

K2(a) = 2n+t+1.

There are at most 2t−1 elements a ∈ F2t such that K(a) = 0.

Proof. Assume that n = 2t and V = F2t . Then V ⊥ = V since Tr(xy) = 0 for all x ∈ F2t

and all y ∈ F2t . We apply (19) to f , where f (x) = Tr(x−1) so that F(f + ϕa) =K(a):
∑

a∈F2t

K(a) = 2t
∑

u∈F2t

(−1)Tr(1/u) = 2n.

Then, noticing that u−1 ∈ F2t if and only if u ∈ F2t , (20) becomes

∑
a∈F2t

K2(a) = 2n+1(2t−1 − 1
) + 2t

∑
u∈F2t

K
(

1

u

)
+ 2

∑
a∈F2t

K(a)

= 2n+1(2t−1 − 1
) + (

2t + 2
) ∑

a∈F2t

K(a)

= 2n+t − 2n+1 + 2n
(
2t + 2

) = 2n+t+1.
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We know from (11) that L2(f ) = 2n+2, i.e., L(f ) = 2t+1. Consequently, 2n+t+1 � 2n+2X

where X is the number of a ∈ F2t such that K2(a) �= 0. Hence 2t−1 � X, implying
that there are at most 2t−1 elements a such that K(a) = 0. Note that if a ∈ F2t then
Tr(a) = 0 implying that K(a) is divisible by 8 (Lemma 2). This does not contradict
K(a) = ±2t+1. �

5. Conclusion

A Boolean function is said to be good, cryptographically speaking, when it is efficient
regarding several criteria. So, such a function is generally almost good for each criterion.
This concept is simply generalized to vectorial functions, by considering the properties
of the component functions. The functions fλ ∈ Bn, which we study in this paper, are
balanced, have high degree and high nonlinearity. We proved that moreover the indicators
M(fλ) and ν(fλ) are small for any λ. And this holds, as a direct consequence, for the
permutation σ :x �→ x−1 on F2n . This kind of result seems difficult to obtain for other
permutations. Such indicators are generally not known for any permutation which is neither
quadratic nor almost bent.

On the other hand, Kloosterman sums appear in many problems and any new property
could have interesting applications (see, for instance, the recent works [6,9]). The crucial
problem is the determination of K(a) for specific values of a. In this paper, we propose
a list of new formulas which could be useful in this context. For instance, Proposition 4
leads to this open problem:

Open problem. Let n = 2t and consider the Kloosterman sumsK(a) on F2n . Which values
takes K(a) for a ∈ F2t ?
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